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1 INFORMATION CHARACTERISTICS OF MESSAGE SOURCES
1.1 Quantitative measure of the information

Transmission systems are created for transfereointiormation. It is necessary
to be able to calculate the quantity of the infaiorg which is given out by a source
and transferred by a channel. Also it is necesgamgstimate limiting possibility of
transmission channel for transfer of the informatio

Therefore it is necessary to use some quantitaigasure, which would en-
able to estimate objectively quantity of the infatran which message contains in.
Such measure has been entered by K. Shannon in 1948

The quantity of the information in the messag@ sign, a word, a phrase) is
defined as:

|(a) = log, % = -log, P(a), (1.1)

whereP(a) — probability of the message The relation (1) is an axiom.

The probability of the message there is less, theermformation contains in
it.

The logarithmic function uses for realization obtabvious properties.

1. The message is beforehand knowr(d) = 1 — uncertainty is absent). Then
the quantity of the information in the messags equal to zerd(a) = log 1 = 0.

2. The source consistently chooses two indepenuessages; anday. The
probability of such choic(qj, a\) is joint probability of events; anday

I{ay.a)=-log,(Pla; .2 ))=-log, (Pla; JP(a ))=
=-log, (P(aj ))_ log, (P(a))=1 (aj )"' (&)

Quantity of the information in two messages is ¢tushe sum of information
guantities in each message (the measure is additive

Unit of measure of information quantity is binanyituor bit.

Example 1The probability of messageis equal to 1/16. Define the informa-
tion quantity in this message.

Solution.l(a) = — log (1/16) = 4 bit.

1.2 Models of discrete message sources

(1.2)

Let's consider a source of messagdfigure 1). The
Message| % source gives out sequence of signs. The sourceseloo
source4 signs from the alphabet randomlaJ = ai, a,, ... Ay,
Figure 1- Message WhereM, — size of the source alphabet. For the source de-
source4 scription it is necessary to specify probabilitiE#ssigns.

There can be such cases.
1. Source without memory: the probability of giveign does not depend on
signs what were before it and will be after itthis case the source is given by prob-
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abilities of signsP(ai), P(a,), ... P(aMA)- Special case — signs is equiprobable
P(a;) = P(ay) = ---P(aMA) = 1/M,.

2. Source with memory: the probability of givenrsidepends on signs what
were before it and will be after it. In this cassaarce is given by joint probabilities
of signs.

For example, dependence only between two sig(s; a) = P(a)P(adq));
dependence between three sif(s§, ax, a) = P(a;)[P(ala;)P(alq;, ay), etc.

1.3 Entropy of an independent message source

Source is characterized by average quantity ofitfermation, fall on one
sign. The average quantity is calmlirce entropy

1. We shall consider a source without memory. ttascribed by probabilities
of separate signs. If probabilities of signs arféedent, then signs contain different
guantity of the information according to the foral.1)

I(a,)=-log, P(a,).
Let's find source entropy

H(A) =1(a,) = —z P(a,) log, P(a,). (1.3)

Entropy properties:
1. Entropy is a real, limited and non-negative galBroperty follows from a

structure of expression féf(4), and consequently thatOP(a,) < 1.
2. Entropy of determined messages source is equadrb,H (4) = 0 because
the probability of one of messages is equal toanmkothers are equal to zero.
3. Entropy is maximal, if all source messages grepeobable. We shall prove
it.
Let's consider a difference
M, M,
H (A)_ log, M , = - P(a,) [og, P(a,) —log, M , = -3 P(a,) dog, M ,P(a) =
k=1 k=1
(1.4)

K
=log,ed P(a )dn———F—.
g kZzl () M ,P(a,)

Let's take advantage of a known relation
Inx<x-1, (1.5)
which is correct for any positive Then

H(A)-log, M , <log, eﬁf P(a,) EE—:L _l} =
=i M ,P(a)
(1.6)

_ U P(a) _MA _ _1l=
_|092L2:1—MAP(ak) kZle’(ak)} log,[1-1]=0,



equality takes place only &1,P(ay) = 1, so:
P(Cll) = P(Clz) = ...=P(aK) = 1MA
and then

1 My 1
H nax (4) = _M_ Z'OQZ[M—) =log, M ,. (1.7)

A4 k=1 A

Apparently from last expression, in case of eqptile messages entropy in-
creases with increasing of source alphabet sizewmtyr of signs number). At not
equiprobable signs entropy, accordingly, decreases.

For example, the sourceof discrete independent messages uses 4 signs with
probabilitiesP(a,) = 0,7;P(a,) = P(as) = P(as) = 0,1. Let's define source entropy.

K
H(A)=-> P(a, )log, P(a, ) = — 0,Tlbg,0,7 — 30,1lbg,0,1 = 1,36 bit.
k=1

The maximal value of source entropy for alphalet &, is
Hmax(A) = logpM, = log4 = 2 bit.

Properties of source entropy can be easy calculatedse of a binary source
(M, = 2). Let probabilities of signB(a,) = p, andP(a,) = 1 —p. Then binary source
entropy will be written down

H(A)=-P(a,)log, P(a,)- P(a,)log, P(a,) = ~plog, p—(1- p)log,(1-p). (1.8)

1 On figure 2 dependence (1.8) is
plotted. From figure it is visible, that en-
H(4), bit tropy is equal to zero &(a;) = 0; P(a,) =
_ 1 orP(ay) = 1;P(a,) = 0; the maximum of
0% entropy takes place, when
P(ay) =P(ay) =0.5, and the maximal
value is equal 1 bit, as well as calculated

0 . under the formula (1.7). If probabilities of
0 0% p 1 signs different and final then entropy ac-
Figure 2 —Binary source entropy cepts values between zero and one.

1.4 Entropy of a dependent message source

Strong statistical connection between signs appmathe source output in ac-
tual practice.

So, in texts, probabilities of separate lettersetebon what letters preceded
them. For example, let's consider the English déndext. The letter "P" has ap-
peared. The probability of that following will b&™, much more, than probability of
the letter "H". At transfer of images observes shmilar situation — the adjacent ele-
ments of the image have usually almost identiaghness and color.

For definition of source entropy when signs ardisteally connected, it is
necessary to take into account conditional proliedsil of separate signs. Let two
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signs of the message following one after anotherssatistically connected. Using
formula (1.1), we shall define quantity of the infation in signa, what appeared
after (already known) sign received earaer

i(a/ay) =—log.P(ai/a). (1.9)

In this case entropy of dependent messages saueadulated by averaging
on indexesk andj:

Hz(A)= I (ak/aj) ==

M

NS

Ma
. ZP(aj,ak)logzP(ak/aj)=
e . (1.10)
Ma M A
= —Z;P(aj )kilp(ak/aj )|092P(ak/aj)
J: =
Calculation becomes complicated. Important thahuwrce entropy decreases if
connection between signs present
Ho(A) =2 Hi(4) = Hy(A) = ... Hy(A), (1.112)

The expression specifies how many signs have tstatislependence.
So, for the Russian texiy(4) = 5 bit, Hg(A4) = 2 bit.

1.5 Redundancy of a message source

Redundancy of a messages sourcea property of a source to give out infor-
mation by greater number of symbols, than it cdutdpossible. Quantitatively re-
dundancy is defined by coefficient of redundancytenformula

 Haa(A)-H(A) 112

" HoalA)

The formula (1.12) can be treated so: redundanowshelative underloading
of signs by information on the average. Propedfagdundancy:

1. Positive property is the opportunity to corrdee mistakes arising at mes-
sage transfer.

2. Negative property is loading of a communicatt@nnel or the storage de-
vice superfluous symbol.

Example. Find the coefficient of redundancy of sberce:

H(A) = 1,36 bit,Ha(A) = 2 bit.

Decision. x, = (2 — 1,36)/2 = 0,32.

1.6 Source rate

Source rateis quantity of the information which are given dayta source on
the average per 1 second

_H(A
R = = (1.13)

symb

whereTs4, — average time, spent by a source on delivery anghsymbol.



1.7 Joint entropy and mutual information
Let's consider two message sourc&sand B (fig-

Message |—%- ure 3). Joint entropy is average quantity of infation
sourceA which contains in common appearing sigpandb,
U o T MM
Message A AMgp
sourceB ] H(AB)= -kZ > P(ak’bj )|092P(ak’bj ) (1.14)
=1j=1
Figure 3— Two o _ J o
message sources It is is possible to calculate joint entropy:

H(AB)=H(A)+H(B/A)=H(B)+H(A/B), (1.15)

where H(B/A) — conditional entropy of sourdg the average quantity of informa-

tion in one sign of sourcB provided that the message of soufcés known. The
similar definition of conditional entropi (NB). If signs of sourceé andB are in-

dependent, theil (B/A) = H(B), H(4/B) = H(4).
For sources of messagAsandB the mutual information is entered. It is aver-

age quantity of the same information, which corgaimsigns of sourcemessages
andB

1 (A B)=1(B,A)=H(A)-H(A/B)=H(B)-H(B/A). (1.16)
If signs of source# andB are independent, the{A, B) = | (B, A) = 0. Mutual
information | (A, B) also called as the information froivto B.

1.8 Models of continuous message sources
Let's consider a continuous messagesrceA (fig-

Message i(t). ure 4). The source gives out the continuous messéye

sources The message will be transformed by different tracsds

Figure 4— Message to a baseband telecommunication (analogue) sig(isl
sourced b(t) = ka(t), wherek is a factor of proportionality. We shall

consider further, that the source gives out a $ibfta
For the decision of information tasks it is necegsa set probabilistic charac-
teristics. It is enough to know a probabilidgnsityp(b).

1.9 Differential entropy of a continuous signal

b(®) There is a signal on the source output (figure 5).
b(t,) We shall find quantity of information in one sample

b(t,)

I(b(tl))=|ogzm.

AsP(b(t,)) — 0, thenl(b(t,)) — .

Let's execute quantization of sample (digitization
on a level). Then sample will accept vallesh,, ...b,
whereL — number of quantization levels.

Probabilities of these values are finite

t'\/
1

Figure 5- Continuous
signal
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P(bk ) = p(bk )Ab -
Entropy of samples

[ee]

H(B)= lim —j p(b, JAblog, (p(b, )Ab) = ...= - [ p(b)log, p(b)- lim log, Ab. (1.17)
Ab-0 |3 - Ab-.0

00

The first component names as differential entropy
h(B) =~ [ p(b)log, p(b). (1.18)

The second component IILmOIog2 Ab - oo (tends to infinity).
Ab -

Thus, the quantity of the information in one santplals to infinity.
For comparison of different messages differentrtapy is used. The second
component for all signals is the same.
Differential entropy is maximal, if the signal hasrmal probability distribu-
tion
b2
1 e‘g

p(b) ) 210

wherea?® — dispersion of signai(t).
After substitution we receive

h(B) = log, /2mec? , bit/sample. (1.19)
1.10 Epsilon-entropy of a continuous signal

Any continuous signals suppose the approximateesemtatiorﬁ(t).
There is an error of approximate representatiop= b(t) - b(t). Quantitatively

the size of error is described by its average smeft).
Epsilon-entropyH,(B) is minimum average quantity of mutual informatioe-

tweenb(t) and 5(t) in one sample at the given allowable error offiproximate rep-

resentatiore?(t) < €2:
H, (B)=min{h(B) - h(B/B)} = h(B) - maxh(e). (1.20)

whereh(g) — differential entropy of errai(t).
The maximal valud(e) takes place at the normal distributigt), and formula
for calculating of epsilon entropy looks like

H. (B)=h(B) - log, v 2mea?, (1.21)

whereo?® — dispersion of errag(t).
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1.11 Redundancy of a continuous message source

The redundancy factor of continuous message sa@artde calculated accord-
ing to the formula (1.12) at substitution of copesding values of differential en-
tropy h(B) andh,.(B).

X, = hmax(B) — h(B) . (1.22)

r hmax(B)
If the signal has normal distribution, ther= 0.

1.12 Continuous message source rate

Epsilon rateR; of a continuous message source can be calculateddang to
the formula (1.13) in which it is necessary to sl values of epsilon entropy
H.(B), and sampling intervdly = 1/(Z 2y

R =2F,h(B). (1.23)
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2 EFFECTIVE CODING OF MESSAGES

2.1 Problem of message coding

The problem of message coding consists in reprasentof messages by a
digital signal (binary symbols). Binary symbols a@nvenient for transmitting and
storing.

At first we shall consider coding of discrete mggsa Message coding is car-
ried out on the basis of the certain code. The e®derule or the table, according to
which each sign in the message put in conformity ¢bde word (a set of binary
symbols). As a result of coding we receive a baseluhgital signal. Inverse trans-
formation of baseband digital signals to messagded decoding, which is carried
out by the decoder on the basis of the same code.

Inclusion of the source coder is shown on figurelq: — size of message
source alphabetm - the code base, as a rule, equal 2.

Coding performs without information losses. Therefsource rate is same, on
the source output, and on the coder output. Ondiguinclusion of the source coder
Is shown. The basic characteristic of a digitahalgs its rateR.

My > 2 m=2
Message | """ Ao | Source ...1001011
sourced bin.unitl  coder bin.symb.
R, < R

Figure 6 — Inclusion of the source coder

If lengths of code words are identical and equéhe code is calledniform
(fixed length) omprimitive. The length of a binary code dependsiaa sf the source
alphabet and is defined as:

n=logM,, (2.1)

Length of code words can differ abn-uniform (variable-length) codes. At
construction of a non-uniform code it is necesdake into account probabilities of
coded signs: to those signs which meet more offee, shorter code words and vice
versa. Therefore non-uniform codes nast&tistical. Example of such code is the
code (alphabet) Morse (code Morse was createdlv®ayears ago). Morse has made
his code intuitively. Below we shall formulate rrigos methods of non-uniform
codes construction.

2.2 Primitive codes for discrete messages

Examples of a primitive code are the following lbasodes: TA-2, ASCII,
EBCDIC. Feature of primitive coding is that if tkeurce message has redundancy
then redundancy does not reduce by the coder, dathag can even increase.

Code TA-2 (International Telegraph Alphabs® 2) has lengtm = 5, that is
M < 32. How it is possible to code Latin and Russiattets, Arabian digits and
moreover some signs? Practically, we have three taloles, and before the begin-
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ning of coding the register, what determines whate the coder and, accordingly,
the decoder should use, is underlined. Before ittando another table it is necessary
to replace the register.

Codes ASCIlI (American Standard Code Informationercthiange) and
EBCDIC (Extended Binary-Coded-Decimal Interchanged€) has lengtm = 8,
there is each sign is coded with byte.

From the point of view of the information theoryethise of primitive codes
does not demand the decision of any problems.

2.3 Shannon theorem for the channel without noise

The Shannon theorem of coding for the channel witlwise (for a source)
approves, that the average lengthof code words (binary sequences) can be arbi-
trary closely to the source entropy:

n>H(A) +¢, (2.2)

whereH(A) is message source entropy;
€ — arbitrary small value.

From entropy properties for a binary source (onabeer output) follow, that
entropy cannot exceed 1 binary unit. Hence, theageelength of a code word
cannot be less then entropy.

Let's analyse, can an equaiity= H(A4) be there?
Let's define a source rate on coder output, coneglethat coded signs inde-
pendent

M
- > Pla, )log, Pla
QL H ()PP -
— M .
Tsgn Tl T2 P(a, )n,
k=1
We admit, that at coding of sigq length of code word is:
ne = —logP(ay) for all k. (2.4)

Then the sums in numerator and denominator wilegeal and the formula
(2.3) pass to next:

-~ -R. (2.5)

That is, each binary symbol transfers one binany ointhe information and
equality is carried oufi = H(A4). Really equality (2.4) cannot be executed exdcity
all k and thenn come close td7(4). For reductiore in the ratio (2.2) it is necessary
to code the big blocks of signs. It means to paské integrated alphabet.

2.4 Principles of discrete messages effective coglin

Coding at which the average length of code wonhirsimized is calleceffec-
tive (economical) coding. The same that at thedfixeurce rat&; the rate of a digital
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signal on the coder output is minimized. Effectooeling called alscompression of
the information.

For realization of effective coding it is necesstaryake off redundancy at cod-
ing. The reasons of redundancy are: dependencesbetgigns of source and not
equiprobable signs.

Accordingly, at coding 2 stages are carried out.

— Dependence between signs of a source is elimirstedding by transition
to the integrated signs, which will be independé&wt. example, to pass from coding
letters to coding words or phrases.

— The integrated independent signs are coded by btieeadeveloped effec-
tive codes: Shannon-Fano or Huffman.

For estimation of compression methods efficienay plarameter aegree of
compression is used:

u=n/n, (2.6)
wheren — length of code word at uniform coding.
2.5 Shannon-Fano code

Optimum algorithms of compression of discrete mgssawith independent
signs are Shannon-Fano and Huffman algorithms. eltadgorithms have much
common and provide practically identical degreeamhpression. Necessary operat-
ing condition of these algorithms is that signshatalities should be knowR(ao),
P(ay), ... The principle of coding consists that to mprebable signs shorter words
are appropriated, and to less probable signs lowgeds are appropriated. Besides
probabilities of symbols 1 and 0 on coder outpwt way should be equal or almost
equal.

The Shannon-Fano algorithm consists in followingnS write down in de-
creasing order their probabilities. Then signs sloar two groups so that the sums of
signs probabilities of each group were approxinyatééntical. To signs from first
group, as the first symbol of a non-uniform codhe, zero is assigned, and to symbols
of the second group the unit is assigned. Eaclhefréceived groups, if it contains
more than one sign, shares for two equiprobablagg@nd a rule of coding repeats.
This process proceeds until in each group one gaslgn will stay.

Let the source, which is giving out the messagdis thie help of eight signs, is
given. Probabilities of these sign¥ao) = 0,05;P(a;) = 0,3;P(ay) = 0,2;P(as) = 0,1;
P(as) = 0,06;P(as) = 0,15;P(ag) = 0,11;P(a;) = 0,03.

Source entropy equal to:

M
H(A) =-> P(a,) dog, P(a,)=2,524 binary units.
k=1
In tab. 1 the non-uniform code made on Shannon-Fdgorithm is shown.
Let's calculate average length of a code word

M

k=1
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Though for separate symbols length of a code wsrdquals 5, the average
length of a code wordh= 2,72. In case of uniform codimg= 3. Degree of compres-
sion in this cas@ = 1,103. Comparison source entropy and averagghenf a code
word shows, that in this case the maximal degremoifpression is not achieved.

Table 1 —Coding on the Shannon-Fano algorithm

Signag Pr%b(gsmty Appropriated binary symbols

a, 0,3 0 0

as 0,2 0 1

as 0,15 1 0 0

ag 0,11 1 0 1

a3 01 11 1 o

ay 0,06 1 1 1

ao 0,05 1 1 1

ar 003 11 |1 |1 1

2.6 Huffman code

In case of the Huffman coding algorithm the codangns write down in de-
creasing order their probabilities. If some sigaséhidentical probabilities, they are
placed in any order. Then it is necessary to caasthe probability tree: choose two
signs with the least probabilities and form thetfibranch of the tree. The chosen
signs unite into "intermediate"” sign with probailiequal to the sum of probabilities
of the chosen signs. Then among the staying stggether with intermediate sign)
again find two signs with the least probabilitieslalo the same as on the first step.
This procedure carries out until all signs fromreeualphabet and intermediate signs
will be used and the root of tree with probabigtyual 1 will be received.

“Movement” on a tree from root to corresponding bghcarries out getting of
code words. Passage through a branch means additiarbinary symbol to code
word: if "movement” through upper branch then usitadded and if down branch
then zero is added.

Let's consider an example of signs coding, theaddphconsist of 7 signs. In
table 2 signs are resulted and their probabilaiespoint. On figure 7 construction of
probability tree is shown. For this purpose sigreslacated from top to down in de-
creasing order their probabilities. Procedure obpbility tree construction described
above. The received code words are shown in table 2

Entropy is calculatedH(A) = 2,524 binary unit.

Let's calculate average length of a code word
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Table 2 —Huffman code

M

Sign Code
a | Faw word k=t
X Average length of the received code the same as
ap | 0,05 (10001
for Shannon-Fano code.
al 0,3 11 . .
, 02 ot According to Shannon theorem of source coding
2 ,

the average length of code word cannot be lesscsour
entropy. For our example
n =2,72 >H(A) = 2,524 hit.
These values differ only on 7%.

as 0,1 |000

as 0,06 |1001
as 0,15 |101

as 0,11 |001

az 0,03 |10000

Signsandtheir 100 of probabilities
probabilities

0.3 1 059 1 10 Root of
a ® atree
0.2 5
a 0.41

|

0.15
as

0.11
Ag®— 1 0.21

Clg.—./—ﬁ
06
05 = 0.14
do 0.08 _
0

azy 0

1
Q0
T

U

9
ag

|

o
o

Figure 7 —Coding on Huffman algorithm

2.7 Application of discrete messages effective codi

It is necessary to note, that Huffman and ShanremeFcodes ar@refix
codes. The codes are called prefix codes when trereno demanding separating
symbols between code words. From tables of Huffar@h Shannon-Fano codes it is
visible, that any of short code words is not thgibeing of longer word.

Let's code sequence of signsu, ag as a a» ag ... with Huffman code

...110010001101120001...

We use the same table for decoding and we shaivec

L. A1 dedz Al dzdp ...
If a code uniform (primitive) separating symbolsvieeen code words are re-
quired. For examplé/ =4
4 ()] 1 (27, as
Code word 00 01 10 11
Let's code sequence of signsu, as a, a; a, ag ... wWith the mentioned code
...011110011000...Itis necessary to kibowndaries of code words

for correct decoding. For this purpose enter arseipg symbols.
101111110101 11010001..
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Separating symbols are redundant, additional resoof a communication
channel is spent for their transmission.

Huffman codes are used in some telecommunicaticmtdogies, for exam-
ple, data compression in Rec. V.42, coding of imsdmemethod MPEG (Motion Pic-
ture Expert Group).

The universal algorithm of compression Ziv-Lempeté&hth is used in modern
computer archivers. This algorithm is updated Hatffinalgorithm. For some types of
files the factor of compression can achieve 5-10.

2.8 Digital methods of analog signals transmission

Methods of digital transmission of analog signals widely used in modern
telecommunications:

— the analog signal will be transformed in digital,the sequence of binary
symbols;

— the digital signal is transmitted by a digital coomrcation channel,

— from digital signal the analog signal is recovered.

Any method of digital transmission is characteribgdrate of digital signaR
(bit per second) and accuracy of transmission -sitdpgal/quantization noise rat@.
The problem is to satisfy the requirement to therg, at minimal valueR There
were developed a lot of digital methods of transiois. The elementary methods
among them are pulse code modulation (PTM)

2.9 Discretization of analog signals on time

At any method of digital transmission the analamai b(t), first of all, will be
transformed to a discrete signal which represdstdfisequence of samplegT,),
taken through an sampling interval < 1/(2Fa), WhereF . is the maximal fre-
guency of a signapectrunmb(t). This transformation names sampling of a sigmal
time, and the device for its realization narmampler. Sampling frequency should be
not less the double frequenEyay.

According to Kotelnikov theorem, performance ofsthatio guarantees an op-
portunity of exact recovery of an analog signalsamples. Such recovery is carried
out by LPF with a cut frequendy,. (figure 8).

b(t)] Sampler b(kT)|  Transmission k) B(t)

channel of samples LPF

Figure 8 —Transmission of an analog signal by samples

All methods of digital transmission of analog silgndiffer in the ways of rep-
resentation of discrete signals by digital signdlee converter of samples in a digital

! Despite of presence of a word "modulation”, thesghods of transmission have relation neither &y
nor to digital modulation.
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signal is called as the coder of digital transmoisssystem (DTS), and the converter
of a digital signal in samples is called as dec@IES.

2.10 Methods of pulse code modulation

Feature of these methods is that each sample neseed by a digital signal
independently of other samples. Methods differ leetwthemselves a used code. The
diagram that describes transmission of sample€kt B represented on figure 9.

PCM coder

Binary commu- E(k'g)

b(kl)_ Quantizer K1 ,} coder l?d(t) nication channgl®Wl  pecoger [5,

Figure 9 —PCM coder and decoder

Basic parameter of quantizer is number of quantimalevelsL. At uniform
guantization a range of valuBgrom —bax t0 biax IS broken ork — 1 intervals in size

Ab = 2 /(L — 1),

which is called as step of quantization. On figl@eshown breakdown &at= 8. Dis-

i b
- bmax -
3 bs
21 by IAb
15 b]_
01 bo
-1 b,
-2 -1 bo
-3 bs
- | 'bmax

Figure 10— To the ex-
planation of quantization

crete valued, correspond to the middle of intervals. The in-
dexi accepts values &1, £2, ..., £0,5L — 1. Discrete values
are determined); =ilAb. At quantization each samdkTy) is
approximated to the nearest discrete vdlu@and on an quan-
tizer output the integarkTs) acts. Representation of sample
b(kTs) by discrete valub; brings an error
&q(KTs) = i(KTs)[Ab —b(KTy),

which is called as quantization noise.

In the coder included in PCM coder (figure 9), nanb
I(KTs) are represented by the given binary code. Leongth
code

n=logL.

The digital signal on an coder outfng(t) has rate

R = n(L

The decoder from a digital signbi(t) forms numbers
I(kT,) on which are recovered quantizing samples:
b, (kT,) = i(kT,)Ab. They are recovered samples of a transmit-

ted analog signab(kT,) = b, (kT,). From formula follows, that

samples are recovered with erreg&T).
The average square of an quantization error (aeepagver of quantization
noise) is determined by a quantization step
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and the ratio signal/quantization noise
_3(L-1)?

2
Eq KA
whereK , is an amplitude factor of an analog signal.
The considered transformation of an analog sigmal digital signal with uni-
form quantization step called as analog-digitalvession (ADC); return transforma-
tion is called as digit-analog conversion (DAC)D@ and DAC diagrams are shown

on figure 11.

|50

Pq =

N

Figure 11 —ADC and DAC

Method PCM with non-uniform quantization are wideled: in the domain of
great valueslb| steps of quantization big and on the contrary.is lequivalent to
nonlinear transformation of samples with the subsatuniform quantization (figure
12). Characteristics of nonlinearity are describgdheA-law or p-law. Due to such
transformation decreasks and grows, at constant number, or, keeping valugy,
it is possible to reduce numblerlength of a coda and a digital signal rate. Such
method of PCM is standardized the Rec. G.711. Bnepsng frequencys = 8 kHz,
the signal rat® = 64 kbit/s.

Compressor PCM transmission Expander

ﬂ» »  with uniform > ' ﬂ,
guantization

Figure 12 —PCM transmission with companding

2.11 Coding of analog signals with prediction

Samples of real analog signal are correlated. Tfdus allows to predict with
any accuracy value of the next sample of a signalalues of the previous samples.
In the coder of transmission system with a preadlic{figure 8) the error of a predic-
tion is calculated

d(kTy) =b(kTy) — b(kT,),

whereb(kTs) — the sample of an analog signal acting from samp

E(kTS) — the predicted sample generated by the predictdrasisN of the pre-
vious sampled((k -1T,), b((k -2)T,), ---b((k - N)T).

The error of a prediction is transferred on a comication channel by a digital
signal. Therefore in the circuit of the coder gétem (figure 13) quantizer and the
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coder of the prediction error samples are availabllee decoder of samples recovers
samples of a prediction error; in the system dectud®e is precisely same predictor,

as in system coder; the predicted samples develipsthe transferred sample of a

prediction error and, thus, sample of a transmigtealog signal are recovered.

. Coder of system with prediction EDecoder of system with predictii
| b(KT: d(KT, 3 i : i b(kT)!
LU L JQuant] fcoged] BN Lilnecodel + s
| _T zer i | channel | L

Predictof— b(kT.) Predicto

Figure 13 —Coder and decoder of system with prediction

Peak-to-peak of a discrete siguigkT;) smaller, than peak-to-peak of a signal
b(kTy), therefore number of quantizatitevelsL at a constant quantization stag
will be smaller, than transmission of sampiésTs) by method PCM. Reduction of a
guantization levels number reduces length of a codend a digital signal rate
R =n(l. Or, at constant number of quantizatiemelsL the step of quantization de-

crease®d\d = (dvax— dmin) / L, the power of quantization noise decreﬁes Ad/12,
the ratio signal/quantization noise grogys
2.12 Methods of differential PCM

In different variants of DPCM method the numbesaimplesN on the basis of
which predict sample are defined, is in limits frdmup to 6. Predictor &l > 2 is
carried out under the circuit of not recursiveefiltAt caseN = 1 predicting sample
b(kT,) is the previous sampls{(k -1)T,).

Circuits of the DPCM coder and decoder, used inrda equipment, are re-
sulted on figure 14. In the coder prediction emots on quantizer, similar quantizer
systems with PCM, then the quantized edgkT,) is transferred by a digital signal
on a communication channel. Predictors in the cadd the decoder are completely
identical.

As opposed to circuit resulted on figure 13, thedmtor in the coder is in-

cluded in a loop of a feedback. Therefore pren@ﬁamplesﬁ(kTs) in the circuit of
the coder and in the circuit of the decoder areetigped from the same samples
tﬁkTS) (if in a channel there were no errors by transfer)

In the decoder the predictor is included in cirswf a feedback and conse-
guently at decoding quantization noise can colleet's define a quantization error at
DPCM under the circuit figure 14

gq(KTY = BKT) —b(kTy = [b(KT,) + dy(kT9] — [b(KT,) + d(KTJ] = do(kT9 —d(KTY.

From last ratio it is visible, that, due to inclusiof the predictor in the coder in
a circuit of a feedback, the quantization erratafined only by quantizer parameters,
and there is no effect of accumulation of quanitrahoise in the decoder.
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2.13 Adaptive DPCM

Methods of adaptive DPCM (ADPCM) are widely appliédiaptive parts of
ADPCM coder are:

— predictor withN = 4...6 — its coefficients are automatically adjdsse that
the dispersion of a signalkTy) was minimized, coefficients of the predictor are
transferred on a communication channel, that ingieslictor in decoder the same
coefficients, as well as in the predictor of thel@owere used;

— quantizer — peak-to-peak of its characteridig{ dmwin) and accordingly a
guantization step changes in conformity to peagdak of a current signal(kTy),
data on a quantization step are transferred byaareH, that in the decoder the quan-
tization step same, as well as in quantizer was set

! Coder DPCM § . Decoder DPCM |

| Ak ’ 5 5

; 3 KT — Ao(KTs |0
b(kT) | . o . | Digital P . b(KT)

e + |— Quantizer 1 channe —1 + 5 >

- b(KT)—— | L

B(krp— Predictor > + | blks) Predictor

— |

................................................................................................

Figure 14 —Coder and decoder of system with DPCM

2.14 Methods of delta modulation (DM)

Methods of DM concern to methods of transfer wighrediction. Methods of
DM differ from PCM and DPCM that two-level quantiz¢. = 2) are used. It be-
comes possible if the sampling frequency greatan &« Then adjacent samples
from the sampler differ a little. On figure 15 airts of coder and decoder, explaining
one of DM methods, are resulted.

DM encoder | DM decoder |
: s dq(kTsE) B dq(Pi(Ts) bkT,) = E(kT )
b(—>le + Quantizer | corlﬂriran. X Accumulator ° A
i T v_ | channel AbT
~ Accumulatol* X |
b(kT,) |
Ab T g

.............................................................................................

Figure 15 —DM encoder and decoder

The error of a prediction is calculated the samat&3PCM,
d(kT) = b(kT) — b(kT,),

The error of a prediction is calculated the samat&3PCM,
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d(kTy) =b(kTy) — b(KkT,),

and the predicted sample grows out works of theracatator
~ k-1
b(kT,) = d,(kT,) @b,
i=0

whereAb is coefficient;
+1 if d(kT)=0,

dq(kTS)z{_l AESNE

Error of a prediction is quantized on two levelsiehhare transferred by a bi-
nary communication channel.

The described method of coding is illustrated Ioyetidiagrams on figure 11.
Here the predicted signal and a quantized predictiwor signal are submitted by

signals of continuous time. It is visible, that tipredicted signaﬁ(t) “"traces"
changes of an input signal. The essence of fadidollows from figure — it is a step

of quantization, as with this step a sigrh}(t) guantizes. In figure it is visible two

domains:
1) domain where are observed distortion of an overtwadn inclination — the

predicted signab(t) has not trace changes of an input signal;

2) domain where subdivision noise is observed — amastant input signal the
predicted signal changes in peak-to-peak amplifiide

Clearly, that for reduction of the first effectistnecessary to increase a step of
guantization, and for reduction of the second ¢Hei reduce a step of quantization.
It is obvious, that there is an optimum step ofrdization at which the total effect
from an overload on an inclination and noise oftsulion on realizations of a signal
b(t) is minimized.

Distortion b®)
of a slope overl
bt)
1 Noise of subdivision
b NG
BRIl
I t
doft) ————————
T DU SO B t

Figure 16 —lllustration of work of the DM coder

Work of the decoder of DM (figure 16) is contairteccalculation of predicted
samples of the signal under the formulatidkT, ).
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It is possible to formulate features of DM methods:

— the sampling frequendy (figure 10) in some times is more, thadfg;
— as quantizer is two-level so the code has lengtl, andR =1

— asn =1, so necessity of the decoder synchronizatisapgears.

2.15 Adaptive DM (ADM)

At adaptive delta - modulatiolADM) the quantization step can change. It is
carried out as follows. On a coder output the ya®alof sequence of binary symbols
Is connected. If there was a sequence 111 ort@8Gstep of quantization increases
to reduce distortions of an overload on an inclorat If there was a sequence 101 or
010, the step of quantization decreases to redistertions from noise of subdivi-
sion.

The similar analyzer is connected on a decodertiapd in the same way the
step of quantization in the decoder changes.

2.16 Conclusion

The effective encoding of continuous signals isaeead redundancy which is
conditioned by statistical connection between sasby correlation of samples).
The effective encoding of continuous signals iseldasn the followings methods:

- static images compression (photo, fax) is subsamgdiminishing of fre-
guency of sampling of color components), discresgarier cosine-transform, JPEG,
GIF algorithms and other, vectorial compressioh ¢atves on image are described
by mathematical expressions);

- movable images compression (video) is methogsediction (in the first ap-
proaching - not samples, but difference betweemtletransferred), subsampling,
discrete Fourier cosine-transform, methods of nmott@mpensation (information
about direction of object element moves is form@d,EG-1(2, 4) algorithms. By
these methods of encoding it was succeeded to edeilavision signal digital stream
rate from 200 Mbit/s to 1,5 - 25 Mbit/s;

- voice message compression (telephony) is metbbgsediction - CELP al-
gorithm, vocoders (design of human vocal orgarisat telephony signals transmis-
sion by a standard PCM method in the digital cheRwe 64 kbit/s, then the effective
voice encoding methods allow to form the digitakams of 9,6 kbit/s (and even
4,8 kbit/s);

- musical message compression (sound broadcaatidgtelevision) is a
method of the subband encoding (the signal specisudivided on bands, and the
values of spectral density of different bands ar@ngjzed with the different quantiza-
tion step) - MUSICAM algorithm. Higher class soumebadcasting signals and digi-
tized records on disks by a PCM method regRire 700 kbit/s on one monophonic
channel; the sound broadcasting signals effecticeding reduce rate to 100 kbit/s.

Last ten years there is rapid adoption of digitatmds of television and sound
broadcasting signals transmission. Main advantagehigh carrying capacity of the
transmission systems, if to express it by the nurabthe programs.

At the compression of converted in digital signadstinuous messages, it is
possible to use the methods of discrete messagegression. However, at the con-
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tinuous messages compression (video, photo, veidenausic) the loss of informa-
tion it admits or, more exactly, the exception nfmaportant information it admits. It
is possible because of man feature sensing of tinessages types, nonidealness of
his sense-organs. In this case the degree of csesipreis limited to the required
guality of messages transmission only.
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3 INFORMATION CHARACTERISTICS OF COMMUNICATION CHAN NELS
3.1 Models of communication channels

Two models of communication channels are mostidiged: a digital com-
munication channel and a continuous communicat@mel.

The communication channel is calldaital if it is intended for transmission
of a digital signal. Such channel is characterized

— by the rate of digital signa& (bit per second) which can be transmitted by a
communication channel;

— by the number of signal levels in a communicatibarmelM;

— by the symbol rate, symbol/s, which shows quardit}channel symbols,
transmitted on a communication channel per 1 se@nrd/log,M;

— by probabilities of symbol transition@(f)j /bk) fork=0,1, 2, ..M-1,

j=0,1, 2, ..M-1, whereb, — symbol on an input of the channlﬁ], — symbol on

an output of the channel.

The majority of digital communication channels areary (4 = 2), and for
them it is carried ouP(Bo/bl) = P(Bl/bo) = p, wherep — probability of a bit error in a
communication channel. Such communication chamehlled as @inary sym-
metric communication channel (BSC). It represent as the graph (figure 17). BSC
characterized by two parameteBsandp.

The digital communication channel always is undamnstruction on the basis
of the continuous channel. The communication chhimcalledcontinuousif it is
intended for transmission of a continuous signék Tost widespread model of the
continuous channel is a Gaussian communicationnganConsider, that in such
communication channel acts additive white Gauss@ise (AWGN), i.e. the noise
has Gaussian distribution of probabilities of imstaalues with zero average and a
uniform spectrum in a passband of a communicatianoel. The model of a com-
munication channel is shown on figure 18. — refsfop between an output and an
input is described by a rataft) = s(t) + n(t).

1- A s(t): |  2(t)
bl P 3 bl ! >y + : >
| () .
p ~ i[  Noise |
bo 1-p b, \| generator |:
Figure 17— Model of BSC Figure 18— Communication

channel with AWG!

The Gaussian communication channel is describethéyollowing parame-
ters:

F.n— passband of the channel;

Ps — average power of a signal on channel output;

No — power noise density on channel output.
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Consider, that noise takes place in a passbandahaunication channel, and
its average power on a channel output is defined

I:)n = N0 I:ch-
3.2 Transmission rate of the information on a commuication channel

Transmission rate of the informationon a communication channel;, is de-
fined as average quantity of the mutual informatietween input and output of the
channel per 1 second. Unit of measure is bitrsthé information theory consider,
that errors or noise acting in a communication aeanesult in destruction of a part
of the information.

Let's define transmission rate of the informatianai digital communication
channel. For this purpose we will take the conoéghe mutual information of two
sources of messages entered earlier. Let's cortgadey that the output of one source
Is an input of a communication channel where tgaaib(t) operates, and the output

of other source is an output of a communicatiomoleawhere the signdi(t) oper-
ates. It is possible to write down

1(R8)_H@)-H(AE)_nle)- nle A

Oav Oav Oav

whereH(B) — entropy of a signdi(t), describing average quantity of the information
in one symbol on an input of a communication chgnne

H(B/ é) — conditional entropy of a signh(t) provided that the signaﬁ(t) IS

known, characterizes losses of the information goemmunication channel (unreli-
ability of the channel);

H (é) — entropy of a signaﬁ(t), describing average quantity of the information
in one symbol on an output of a communication clke§nn
H(B/B) — conditional entropy of a signa(t) provided that the signdi(t) is

known, describing quantity of the extraneous infation (generated by errors) on an
output a communication channel;

T, — average duration of one symbol.

The similar approach is used for definition of samssion rate of the informa-
tion in a continuous communication channel. Onitipait of a communication chan-
nel the signag(t) operates, and on the output of a communicati@micél the signal
Z(t) operates. It is possible to write down

_h(s)-h(s'z) _h(z)-h(z/s)
Ren = = = = :

S S

Ren

rae h(S) — differential entropy of a signal(t), describing average quantity of the in-
formation in one sample on an input of a commumcathannel;
h(§2) — conditional differential entropy of a sigrg{t) provided that the signal
z(t) is known, characterizes losses of the informatrom communication
channel (unreliability of the channel);
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h(Z) — differential entropy of a signa(t), describing average quantity of the in-
formation in one sample on an output of a commuimoahannel;

h(Z/S) — conditional differential entropy of a sigret) provided that the signal
s(t) is known, describing quantity of the extraneaufsrimation (generated
by noise) on an output a communication channel;

Ts— sampling interval

3.3 Capacity of binary symmetric communication chanel
Communication channel capacityC is the greatest possible transmission rate
of the information in communication channel at $le¢ characteristics of a channel.
C = maxk.
For calculation of capacity of BSC use next formula

0
H(B)-H (B/ Bj
C = max :

Symbols have duratioff,, = 1/B (since a communication channel is binary
than symbol rate coincides with a digital signaéya

Further it is necessary to search for a maximum \dlues:
maxH (A)- H(A/B)} The maximum of the first term takes place, whgmisols on
an input of a liaison channel independent and eqbable: ma{H (B)] = 1 binary
unit.

Let's calculate the second term

H(B/é)z—%%P(bk,Bj )log2 P(bk/Bj).

k=1j=1

After substitution oM = 2 and values of probabilities from figure 17 siall
receive

H(B/B)z—plog2 p-(1- p)log,(1- p).

Let's remind, that this conditional entropy refteltdsses of the information in a
communication channel.
Final expression looks like

B C = B[L+ plog, p+ (1~ p)log, (L~ p)]
C, bits/s Special cases:
p = 0 — losses of the information
0,5B are equal to zero ard=R;

p = 1 — all symbols in a communi-
cation channel are inverted, there is no
losses of the information ad= R;

0 0,5 » 1 p = 0,5 — losses of the information
are equal to unit and = 0;

0

Figure 19 —Capacity of BSC
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3.4 Capacity of communication channel with AWGN

For calculation of a communication channel capawith AWGN next for-
mula is used
C = max1Z)=h(z/s)
TS

Let's search for a maximum of valuesaxh(Z)-h(z/S)|. The maximum of

the first term takes place, when the sigr(8l has Gaussian probability distribution.
As z(t) = 5(t) + n(t), and noisen(t) has Gaussian probability distribution, trzt) will
have Gaussian distribution, if a sigrsft) has Gaussian distribution. If it is correct,

than
h(z) =log, /2re(P, + P,).

Conditional differential entropy of a signzlt) (provided that the signat) is
known) is equal differential entropy of a Gaussiamsen(t)

n(z/S) = h(N) = log, /2reR, .

Sampling intervalls = 1/(2&.,), thus samples of signals are independent.
Let's substitute the received values:

C= 2Fchllog2 1/Zﬂ P, +P, 5—|0921/ZTEF?]J.

After simple transformations we shall receive

C= Fchlogz[1+ %] = Fchlogz[1+ NPS ]

n 0" ch

The ratio determining capacity of a communicatitiarmel with AWGN, is
called asShannon formula. From Shannfrmula it is visible, that the basic re-
sources of a communication channel are the passifacttannelF., and power of a
signalPs. If Fep, - 0 orPs - 0, thanC - O.

If a passband of a communication channel tendsfiaty, capacity of a Gaus-
sian communication channel tends to final size

—1443%
N

0

ol

Ch—>00

3.5 Efficiency coefficients of transmission system

For the estimation of as far as the basic resouwtd&smnsmission system are
effectively used, are usewbefficient of frequency efficiency and coefficient of
power efficiencyf3, determined by ratios:

Y = Rew/Fen B = R/ (P/No).
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Coefficienty has dimension ((bit per second)/Hz) and shows, imawwy bits in
a second are possible to transmit in a band oliéeges of 1 Hz with a considered
method of transmission.

In transmission system at the fixed reliabilitytcinsmissiorthe exchange of
frequency efficiency for power efficiency and ore tbontrary is possible. Such ex-
change for ideal transmission system is expresgeadratio

B=(—)V .
2V -1

This ratio allows to fined limit value of one efgnicy coefficient at fixed other
and is called aShannon limit. If as a measure of "perfection” of transmissigs- s
tem to accept a degree of approach of parametmdf3 to limiting on Shannon it is
possible to fined, that the methods of coding ef¢hannel developed for today (in-
cluding modulation) are highly effective, and arg present significant reserves for
increase of efficiency.

Except for the considered coefficients of efficigficandy the operating ratio
of capacity of a communication channel is used also

n =Re/C.
3.6 Shannon theorem for a communication channel watnoise

Importance of Shannon formula is connected withwidl-known Shannon
theorem for a communication channel with noisex thessage source rate is less than
capacity of a communication channek RC) there is a way of the transmission, al-
lowing to transfer all source messages as muclneassply.

Hence, noise in a communication channel doesnit laocuracy of message
transfer, and rate of the information transfer ahannel.
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THE LABORATORY WORK 2.1
INFORMATION CHARACTERISTICS OF MESSAGE SOURCES

1 Objectives

1.1 The studying the message sources informatiaracteristics.
1.2 The acquiring the experience to perform theuwations of information
characteristics of various sources.

2 Main positions

2.1 The information characteristics of discrete sowes

The source of discrete messageeduces the messages that consist of the
separate signs and the quantity of this signsnitefi The signs may be symbols, let-
ters, words, single phrases and so on.

Information quantity | (a,), binary unit (or bit), in the sign (messagg), that

has the probability of its appearance equ(a, , is galculated on a formula

I(a)=-log, P(ay). (1)
The source entropid (A), is the average quantity information, that onensig

keeps. If signs are independent, the source entapybe calculated as the average
value:

H(A) = -3 P(a,)log, P(a,), @

k=1

whereM — a size of source alphabet.
The entropy, as well as the information, is alwaganegative, and it achieves
a maximal value, equals

Hnax(A) =log, M, 3)

if the signs are independent and equiprobable.

The message sourcedundancyis the source property to get out the informa-
tion, using the greater quantity of signs, thatould be necessary. The availability of
message source redundancy decreases the souggyentr

The redundancy coefficientf message source characterizes the relative de-
creasing of sourcentropy in compare with its maximal value:

— H max(A) B H (A)
" Hm(A)
The messagesourcerate, R;, bit/s, is the average quantity of informatiomtth
the source gives out during 1 second. It is equals

_HA
R=—F

sign

(4)

(5)

whereTs4, — average time spent by a source on delivery anthsign.
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2.2 The information characteristics of continuous rassage sources
Differential entropy,h(B), of continuous sourdg is calculated on a formula:

(o]

h(B) = -] p(b)log, p(b), (6)

p(b) is a probability density of the signia(t).
Differential entropy achieves its maximal valuethé probability densityp(b)
Is Gaussian, and it is equal

h(B) = log, v 2meo? , 7)

o is the variance of signa(t).
Epsilon entropyH¢(B), bit/sample, is minimum average quantity of thetunal
information between antDi(t) in one sample at the given allowable error of appr

mate representation of a sigié) by b(t): £(t) < €2
The epsilon entropy is calculated on a formula:

H.(8)=min{n(8)~ { & B} = 1 §-max ®

h(E) is the differential entropy of erra(t).

The h(E) will get the maximum value, ¥(t) would have the Gaussian prob-
ability distribution, and the calculated formular fihe epsilon entropy will be the
same:

H,(B)=h(B)-log, 2meo?, (9)

wherea? — variance of errog(t).
Theredundancy coefficierdf continuous message source is calculated
_ Npen(B)-H(B)
r h.(B)
The epsilon source rateR;, of continuous message source is calculated on
formula (5), and is necessary to put in it the gadfi epsilon entropid:(B), and7sign
would be equal to the sampling interval accordhmg Kotelnikov theorem.

R =2F,h(B). (11)

(10)

max(

3 Questions

3.1 Give the determination of the information

3.2 How it is possible to calculate the informatoumantity that message con-
tains?

3.3 Give the determinations of the source messs#gemation characteristics:
the entropy, the differential entropy, the epsilemropy, the source rate, and the
source redundancy.
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3.4 What parameters of discrete message sourcelWweuhecessary known so
as to calculate the entropy, the redundancy, aadaiie?

3.5 What parameters of continuous message sourcklwecessary is known
S0 as to calculate the differential entropy, thgllep entropy, the rate, and the redun-
dancy?

4 Home task

4.1 Repeat the basic concepts of section “The somressage information
characteristics” using the summary and the textb¢bkp. 101 — 106, 112 — 114, 124
— 129, 276 — 280]; [2, p. 276 - 280].

4.2 Calculate the information quantitythat Your initials contain (three con-
crete letters), and compare it with the informatprantity, that 15 bits contain (the
information quantity in three source signs, wheer #igns are independent and
equiprobable, and the volume of alphabet eqwals 32). Probabilities of letters are
given in the appendix of A. If will differ from 15 bits, explain this difference.

4.3 Prepare for discussing the key questions.

5 The order of study conduction

It is the calculating laboratory work, and is coata in such order.

5.1 The discussion the key positions and calculakchnique of source mes-
sage information characteristics. The solution tipcal examples, that are recom-
mended to the study (point 6) or examples, thapegpared by the teacher (about 50
minutes).

5.2 The individual work with using individual car(out 30 minutes).

Instruction: So far as the binary logarithm taldes absent, it is possible to use
for the calculating the binary logarithms the math&cal rule of passing to the sec-
ond basis of logarithm:

log,z=Inz/In2=1443Inz; log,z=Igz/lg2= 332Igz.

6 The typical examples that are considered on theéusly

Example 1 Calculate the information quantity in the Ukrammord ofN = 8
letters. For calculations should be counted, thaha letters are of equal probability
and independent, the number of lettbts= 32.

The answeri(word) = 40 bits.

Example 2 Calculate the binary message source redundanttg fhrobability
of one messagP(a, =)0,1.

The answery, = 0,53.

Example 3 Calculate the rate of message source; this sowe® 31 independ-
ent signs, that have the probabilitid¥a, = 0,1; P(a, )= 0,25; P(a; = ? The dura-
tion of the 1-st message is equal 0,5 ms, of thd and 3-rd are equal 0,1 ms.

The answerH (A) = 1300 bit/s.

Example 4 Calculate the information characteristics of comtius message
source: the epsilon entropl, (B ; the redundancy coefficiext; the epsilon source
rateRs.
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Basic datathe continuous signdi(t) has the Gaussian probability density and
the maximum spectrum frequendy, = 500 Hz; the ratio of the average signal

power to the average error povger 40 dB
The answer: the epsilon entrady(B)= 6,64 bit/sample; the redundancy coef-

ficientx, = O; the epsilon source rafg = 6640 bits/s.

Literature

1 Teopusi snekTpuyeckoi cBs3u: YueOHuk s By3oB [/ A.. 3moko,
J. . Knosckuii, B.1. Kopxuk, M.B. Hazapos; Ilox pen. I./1. Knosckoro. —M.: Pa-
IO U CBA3b, 1998.

2 Mandginos LIL., Iupna B.1O., Kanamnin A.B. Teopist enekTpuyHOro 38’ 3KYy:
[TimpyyHuK 1 CTYACHTIB BUIIMX HaBUambHUX 3akmaniB I Ta I piBHIB akpequTartii. —
K.: Texuika,1998.
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Appendix A

Reference tables for the calculations of informatio characteristics

Table A.1 —The letter probabilities distribution in the Ergljlitexts

Letter Probabil- Letter Probabil- Letter Probabil- Letter Probabil-
ity ity ity ity

Blank 0.198 R 0.054 U 0.022 V 0.008
E 0.105 S 0.052 M 0.021 K 0.003
T 0.072 H 0.047 P 0.017 X 0.002
O 0.065 D 0.035 Y 0.012 J 0.001
A 0.063 L 0.029 W 0.012 Q 0.001
N 0.059 C 0.023 G 0.011 Z 0.001
| 0.055 F 0.022 B 0.010

Table A.2 —The differential entropy calculating formulas

Probability distribution Differential entropyh(B),
bit/sample
p(b) = L ex b — Gaussian log, (q,/2T®)
,\/E'[Gb 20t2) 92 b
1 V2| .
b) = exp - — two-sided ex-
PO Tz, F{ o J log, (0,,ev2)
ponential
— 0’5/bmax’ |b|S bmax .
p(b) = {0’ b|>b,. — uniform log, (o, 2./3)
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THE LABORATORY WORK 2.2
BASEBAND TELECOMMUNICATION SIGNALS SAMPLING

1. Objectives

1.1 Studying sampling of continuous signals an@very of continuous signal from
samples.
1.2 Analysing characteristics of discrete signals.

2 Main positions

2.1 Samplingof continuous signals.

The sampling of continuous sigredt) is representation it by its instant values
(samplesky(kTs), wherek = ..., -1, 0, 1, 2, ...Ts — sampling interval. The sequence
of samples represents with vertical lines in hesgfkiy) (figure 1). Such sequence is
named discrete signsj(t).

In real devices signal sam@gT,) is an pulse with amplitud&kT,) and dura-
tion t < T, beginning at the time momekits. Usuallyt << Ts (figure 2). The device
that forms samples is called sampler. In a aasels sampler is the key closing a
chain from a source to loading for timéigure 3).

S(t) s(t)
/ /////,N\\\\ /
"1 "

e Wt

NZERE I

S(kTx
amw r/( o (1) /,Hw\n
t kTS I , " > 1 \Ll\ﬂ,l/' n >
Figure 1 — Getting of discrete signal Figure 2 — Sampling process in real
devices
mml
(t) L1 s
L
Oscillograph

Analytical expression of a discrete sigat):
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s(t) = OO =) S h(t—KT,), 1)

k=-o0
where (t) — sequence sampling pulses that defines the mm@ents of sampling
and their duration;
h(t) — sampling pulse:
h(t):{l 0 <t<r,
0, t<0 t=>T1.

(2)

2.2 Spectrum of a discrete signal.

The Fourier transform of right part expression {Efines spectral density
Si(j21d) of discrete signal (corresponding mathematic&dutations can be found in
[1, p. 64-66))

S@2rf) = > a,S(j2r(f - nf,)) — o< f <o, (3)
wherefs = 1/Ts— sampling frequency;
Sj21f) — spectral density of a continuous sigs(gl;

a,= Lpnntso 4)

Ts  nmfgt

decomposition factors(t) in Fourier series; as<< Ts for small values factors prac-
tically do not depend from, that isa, =1/ T,

It is follows from (3), that the spectrum of a deste signal is the sum of con-
tinuous signal spectrur§(j2rtf), repeating pefs and decreasing with increaseac-
cording to expression (4).

For baseband telecommunication signals it is charatc, that their spectrum
adjoin zero frequency. On figure 4,the amplitude spectrum of arbitrary foi%f)
with maximum frequencyna IS plotted. Further on figure 4 amplitude spectrum
which can take place at signal sampling, are rentes:

Figure 4,b — sequence sampling pulses spectfyf) Y(t), constructed on the
basis of representatiap(t) in Fourier series:

w(t) = 3 a, Bos (AM);
n=0

Figure 4,c — discrete signal spectrusy(f), if fs > 2Fax
Figure 4,d — spectrungy(f), if fs = 2Fax

Figure 4,e— spectrungy(f), if fs < 2Fax

2.3 Signals recovering on their samples.

According toKotelnikov theorem (the sampling theoren) arbitrary signal
with the band-limited spectrum can be recoveredipedy to (interpolate) from its
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samples which are taken through intefVak 1/(2F ..y, whereF . — the maximum
frequency of signal spectrum.

It is easy to be convinced of Kotelnikov theorerstigge, having considered
figure 4,c, dande. If fs= 2F . (figure 4 c, d) after giving of a discrete signal to an
input ideal low pass filter (LPF) with cut frequMi€ax < Feut < fs — Frnax ON @an out-
put we will receive a signal with spectru&f) (figure 4,c, d) that is the recovered
continuous signal. On figures by dotted lines drews the amplitude-frequency re-
sponse (AFR) of ideal LPF with cut frequerfey; = Fmax If fs < 2Fnax that, appar-
ently from figure 4g, it is not impossible to recover spectr@f) as spectrum alias-
ing takes place.

S(f)

0 Fras f
Su(f)

o
o

2f f
b

s AFR of ideal LPF

A A

0 fs
0] ‘
: /\/\ ;
—
0 fs d 2f
SO
/F?\M/ N
fs 2f f

Figure 4 — The spectral diagrams sampling and
continuous signals recovering processes illustatio

Continuous signal recovering process on its sangaade also treated in time
domain. If as signal recovering it is used ideaFLWith cut frequency., its im-
pulse response (without a delay in the filter):
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_sin(2nF,t)
2nF, t

cut

a(t)

As sample pulses shont €< Ty) (tend tod-function) it is possible to consider, that
response LPF to an pulse with amplitsels), supplied at the moment kT, looks
like
sin(2nF, (t — KT,))

21k, (t - KT,)

If you give to LPF input a signal(t), on its output we will receive the sum of
responses

S(kTy) =

- in@nF,,(t —kT,))
S(t) - k;oo S(an) Eﬁ 2T[Fcut(t _ kTS) )

Let's compare this expression wKlotelnikov seriesthat is mathematical ex-
pression of Kotelnikov theorem,
ad in@nF, . (t —KT,))

0 :k:z_m STy & 2TTF, . (t —KT,)

O
If Fout= Fmax S(t) = S(1), i.e. the continuous signal exact recovering takes
place.

2.4 Errors at signals recovering on their sample

2.4.1 Real signals spectrum limitlessnesReal signals with strictly limited
spectrum does not exist, as signals of finite domahave unlimited spectrum — at
f - o0 spectrum decrease with limited speed. For realatsgthe spectrum maximum
frequencyF o is defined from a condition, that components viidguencies > Fp,ax
are small (in a sense). In spectrum of real discsgnals there is an aliasing of spec-
trum, at least, the making sums (3) with indemes0 andn = 1 (figure 5). We will
assume, that for continuous signal’s recoveringideal LPF is used with cut fre-
gquencyF. = Fmax its AFR is shown by a dotted line on figure 5.

S0

1
Fmay fs = 2Fmax f

Figure 5 — lllustration of recovering errors
because of continuous signal spectrum limitlessness

The recovered signal will have two making errorseafovering:
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— linear distortions because of signal compones(ty with frequencies
f > Fnhaxare cutting off;

— spectrum componen§f — fs) with frequencied < F, alias on a signal
spectrunms(t) (an aliasing error).

Taking this into account, valug,.x andfs define from a condition that the re-
covering error was enough small.

2.4.2 Difference real LPF characteristics from thedeal ones.ldeal LPF has
the rectangular form AFR, and linear PFR. l.e.aldd=F without distortions passes
all signal spectrum components in bdnrdr.,;, and completely weakens components
with frequencied > F.. Real LPF are described by pass-band with bounfilary
quencyfF,, and attenuation band with boundary frequengy(figure 6).

If LFF is intended for recovery continuous signathwmaximum frequency
Fmax from a discrete signal with frequency sampliggt is necessary th&t,, = Frnax
andF,,< fs— Frax In case of real LPF there can be two making srobrecovering:

— because of inconstancy AFR and nonlinearity PFR pass-band the filter
brings linear distortions in the recovering signal;

— because of insufficient easing in attenuation baR& passes signal com-
ponentssy(t) with frequencie$ > f 4 — Fax Which form an spectrum aliasing error.

Real LPF for recovering of continuous signals carpiojected that the recov-
ering error was enough small.

H(R) | H(f)

O I:cut f
a

Figure 6 — AFR:a — ideal LPFp—real LPF

3 Questions

3.1 Explain physical essence of a continuous ssgsenpling.

3.2 What purpose is continuous signals samplingechout for?

3.3 Explain dependence of continuous and discrgtals spectrum.

3.4 Explain physical essence a signal on samptevegg process.

3.5 Formulate Kotelnikov theorem.

3.6 Write down Kotelnikov series for a signal wikie band-limited spectrum.
3.7 In what basic differences AFR and PFR idealraatlLFF consist?

3.8 What are errors reasons which arise at sigsébration on samples?

4 Home task

4.1 Study section “Continuous signals sampling” amthe lectures abstract
and the literature [1, p. 59-67; 2, p. 64—69].

4.2 Signals(t) = Assin (2rf1t) + Assin (2rf,t) + Assin (2rfst) have sampling with
frequencyfs. For the data specified in table 1 (accordingumber of your laboratory
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stand), represent a spectrum of sigh@l and a discrete signal spectrigff),
structed in a range of frequencies fx 2f,.
Table 1 — Initial data to homework

con-

Stallwgdepum- A,V | f, kHz| A5,V | f5, kHz | 45,V | f5, kHz | fg, kHz
> 1 1 5 25 4 1,5 5,5
3 2 0,5 4 1,5 3,5 2,5 6
4 3 1 3 1,5 2,5 2,5 6,5
5 25 | 05 2 2,5 1 3 /
6 1,5 1 5 2,5 4 3 7.5
7 35 | 05| 4 2 3 3 8
8 1 0,5 3 1 3,5 2 7

4.3 Calculate and draw impulse response ideal LRfR wut frequency
F.ut =142 for valuedt, belonging to an interval (¥4 4Ts) (valuefs it is necessary to
take from table 1).

4.4 Be prepared for discussion concerning section 3

4.5 Study the laboratory model description (sec@ipn

5 Laboratory task

5.1 Familiarize with a virtual breadboard modelr Bos purpose start the pro-
gram 1.0, using an iconTT(English) on a desktop. Study the laboratory model
scheme on the computer display, using section éci§pwith the teacher the labora-
tory task-fulfilling plan.

5.2 Investigate sampling process in time and fraquelomain. For this pur-
pose set values, f;, Ay, fo, Ag, f3 and frequencys, given in a home task, to appoint
input LPF from sampler and run the program. Skeighals on source and sampler
outputs oscillograms and the spectrograms in therteCompare the spectrograms
calculated and received on a laboratory model.rEntthe report comparison results.
Increase sampling frequency on 1 kHz. Sketch irreépert the signal spectrogram on
an output sampler, make conclusions.

5.3 Investigate characteristics recovering LPF. d\wppinfluence on LPFo-
pulse and set LPF cut frequency value, which im@ivn a home task for this pur-
pose. Enter in the report the impulse responseldi®l LPF. Compare impulse re-
sponse LPF with calculated. Set sampling frequénwe smaller, enter in the report
the impulse response and AFR LPF, make conclusions.

5.4 Investigate continuous signal recovery process time and frequency
domain. Set parametefs, f;, A,, f,, Ag, f3, fs andF., given in a home task, give on
LPF input a signal from sampler for this purposenfpare oscillograms and spec-
trum on LPF output and on a source output, makelasions.

Set LPF cut frequency smaller then frequefigy, and then bigger thefy —
fmax IN both cases sketch oscillograms and spectragamoutput LPF, describe re-
covery errors character, explain the errors reasons
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6 Laboratory model description

Laboratory work is carried out on the computerhe HP VEE environment
with virtual model use. The virtual model block giam resulted on figure 7.

The Ilaboratory model consists of: a continuous aignsource
S(t) = Assin (2rtfit) + Assin (2rfot) + Assin (2rfst), sampler, recovery LPF, the genera-
tor sampling pulses and tldepulses generator. It is possible to set the freqes

and amplitudes of harmonic wavefori, f;, A, f,, Ag, f3, sampling frequencil and
cut frequency LPF values.

The switch gives the chance to submit on an inpobvering LPF a discrete

signalsy(t) or d-pulse. Time and spectral diagrams can be obsenvignlee points of
laboratory model: on a source output, on a LPFtiapd on a LPF.

Oscillograph Oscillograph Oscillograph
A Y
_Continuous (1) | sampler Su(H) Recovering Sedt)
signal generator > _'/‘ > LPF
|
Setting of 3(t) Set of cut
Al,fl,A2,12,A3,3 frequencyFcu
\ \ Y
Spectrum Spectrum Spectrum
analyser analyser analyser
Sampling pulses d-pulses
generator generator

Setting of sampling|
frequencyfs

Figure 7 —Virtual model block diagram

7 Requirements to the report

6.1 Work purpose.

6.2 Homework performance results.

6.3 Laboratory task execution results.

6.4 Conclusions on each item of the laboratory.task

The literature

1. TonopoBckuii U.C. PaguoTexHudyeckue 1ENMU U CUTHAIBI. YUYeOHUK s
By3oB. —M.: Paguo u cBsa3p, 1986.

2. Teopus mepegaum CHrHAJIOB, YueOHMK /u1g By30B / A.I'. 3t0ko u ap. —M.:
Panuo u cBs13p, 1986.
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THE LABORATORY WORK 2.3
RESEARCH OF ANALOGUE SIGNALS CODING BY PCM

1. Objectives

1.1 Studying the digital transmission of analogalg with PCM method.
1.2 Research the basic characteristics of the riri@sgon system using the
PCM method.

2 Main positions

2.1 The digital transmission methods

The digital transmission methods of analog sigaaéswidely used in modern
telecommunications: an analog signal is transformedigital one, that is in the se-
guence of binary symbols; a digital signal is traited by the digital communication
channel; after that an analog signal is recoveiay. digital transmission method is
characterized by the rate of digital sigmal(bits/s), and by the transmission accu-
racy, that is by the signal/quantization noiseorpti The problem is usually set — to
satisfy the requirement to tlpg whenR has a minimum value. It was resulted in de-
velopment of plenty digital transmission methodsse Bimplest method among them
is pulse code modulation (PCM)

2.2 The sampling of analog signals

At any digital transmission method the analog digh{8) , first of all, is trans-
formed in a digital signal, that is a sequenceamhiglesb(kT,), taken with the sam-
pling interval T, < 1/ 2F,,, ), and F, ., is the maximum frequency in the sigrixt)

spectrumThis transformation is called the signal samplimghie time, and device for
its realization is called sampler. The samplingjfrency must be not the less of dou-
bled frequencyF,,,,:

f,=1T,22F, . (1)

In accordance with the Kotelnikov theorem, the exiea of this relation guar-
antees the possibility of exact analog signal recp¥rom the samples. Such recov-
ery is carried out in low-pass filter (LPF) cutéquencyF,,, (figurel).

] ]
b(t) b(kT,) Sample trans-| b{ KT) b( t)
—>  Sampler mission channgl LPF

Figure 1 —The analogue signal transmission by the samples

All digital transmission methods of analog signdif$er in the ways of presen-
tation the discrete signals in digital form. Thansformer the samples in the digital
signal is called encoder of the digital transmissgstem (DTS), and transformer the
digital signal in the samples is called the decadddTS.

% In spite of the presence the term “modulation&sé transmission methods are a relation neithenatog
nor digital modulations
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2.3 The PCM methods

The peculiarity of these methods is that every dangp represented by the
digital signal apart from other samples. These ougthdiffer between itself by the
used code. A scheme, that represents the sampstission with PCM, is shown on
a figure 2

PCM encoder
[(48)

H O

| \ O

l | by(t) [ Binary telecom. |ba(t) K
» Encode T channe > Decoder —b(—-[»)

Quantizer

Figure 2 —Encoder and decoder PCM

The basic quantizer parameter is a number of qz&th:th leveld_. If the num-
ber of quantization is even, the values rangé ©fb ) is broken up or—1

intervals with the size equal

max’ max

Ab=2b . /(L-1), (2)
that is called the quantization step. The breakdeowth L = 8 is shown on the figure
i b 3. The discrete valueb correspond to the interval middles.
— i Pmax — The indexi takes the values equal 01, £2,..., £0,5. — 1.
35 b Discrete values are determinedlas i [Ab. During the quan-

o b, IAb tization every sampld(kT; )s round off to the nearest dis-
crete valueb, and the integer number acts on the quantizer

1A b output. But the presentation the sampl&T, as )a discrete
0 by value perform the error
—1 o &, (KT,) =i(KT,) [Ab—b(KTy), (3)
S i O]
—B and it is called as the quantization noise.
-2 b In the encoder, that is the part of PCM encodeg- (fi
S, ure 2), the numbergkT; aye represented by the binary code,
. _bgmax‘ which is set. Code word length is equal
Figure 3— The quan- n=logl. (4)
tization explanation A digital signal rate at the encoder output is étpia
R=nlf, (5)

The decoder forms the numbeir&T, frpm the digital signalb, t(.) This

numbers are used for the recovery the quantizeglgagn
b, (KT,) = i(kT,)Ab.
These are the recovered samples of analog signal:

b(KT,) =y KT).
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It is follows from the formula (3), that the sanplare recovered with the er-
rorse, (kT;). The average square error of quantization (theageepower of quanti-

zation noise) is determined by the step of quatidiza

o7 - (ab)°
12
and signal/(quantization noise) ratio is equal:
_R_ 3('— _1)2
Pq T 2 (6)
Sq KA

K, is the amplitude coefficient of analog signal.

There are widely used PCM methods with the unumifquantization: in area
of large values oj‘b{ the quantization steps are large and vice vetsa.dquivalent
nonlinear transformation the samples with the felig uniform quantization. Due to
such transformatiork , decreases, angl, increases, antd is constant, according to
the formula (6). It is possible, if the valgg, wouldn't change, to decrease the
code word lengtim and rate of digital signd& according to the formulas (4) and (5).

3 Questions

3.1 Explain the digital signal forming principle ihe PCM method transmis-
sion system.

3.2 How is the sampling interval or the samplirggfrency determined?

3.3 What is the quantization step and how it cadddaed?

3.4 What code word length depends of in PCM systems

3.5 Explain, what's noise of quantization? Whatis reason of its origin?

3.6 How it is possible to increase the signal/(quation noise) ratio in the
transmission systems using the PCM methods?

4 Home task

4.1 Study the section “Digital methods of transfecontinuous messages”, us-
ing the summary and literature [1, p. 242...252]d. 262...270].

4.2 Represent the structure schemes of PCM eneodedecoder.

4.3 Calculate the characteristics of analog sigraismission system by the
PCM method with uniform quantization. It is sétetsample frequency is equal to 8

kHz; the quantization level quantity, = 2V*?(Nis the brigade numbet); = 2L,;
L, =2L,. Calculate for three values af the quantization stepab(\b(t)\max =1V?);

the code lengtm; the average quantization noise pow@r(the analog signal ampli-
tude coefficientK ,= 2,85); the signal/(quantization noise) rafig, dB; the digital
signal rateR. Present the results of calculations like tablarialyze, howp, andR
will change if the code length would changes ort.uni
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Table 1 —The characteristics of the transmission systenmbyPICM method
f., kHz L n | Rkbits's| B, V2 | Ab,v | €2, v? | Py, dB
Ll

N

L
Ls

4.4 Be prepared for discussion concerning section 3
5. Laboratory task

5.1 Familiarize with a virtual breadboard modelr Bos purpose start the pro-
gram 2.1@, using an icon TT(English) on a desktop. Study |Hi®oratory model
scheme on the computer display, using section éci§pwith the teacher the labora-
tory task-fulfilling plan.

5.2 Research the origin of quantization noise

Set the numbet, (from a home task) of quantization levels. Preskatre-

sults of fulfilling the program like table 2: writdown theAb and b(kT,), i(kTy),
b, (kTs) for k=1, 2, 3 and 4. Calculate the valueseg{kT, , cpmpare them with

Ab, es and explain a result. Repeat the task for

Table 2— Analysis of quantization error
L Ab k b(kT,) .V i(kT,) | bq(KTs), V| €q(KTs), V

1

4
1

4| | | |

5.3 Research the signal/(quantization noise) ratio
Set the quantization levels number(from a home task). Write down the re-

sults of the program fulfilling to the table likalie.1: the values adb, e_s and R,.

Calculate the experimental value @f. Compare the got valuesn, % andp, with

the results of their calculations in a home tasépéat the task fok,andL;. On the

fulfilling results build the graphs of signal/(quemation noise) and of digital signal
rate as the functions of quantization levels num@arry out the conclusions.

6 Laboratory model description

Laboratory work is fulfiled on a computer in the®H/EE environment with
using the virtual model. Its structure scheme iswshon a figure 4. The virtual
model is based on the schemes, which are showmedigurel and 2.

The analog signal generator forms the signal asma sf a few harmonic
waves. The signal duration is equal 2 ms, and maxinequency of its spectrum
Frex = 34 KHz. An analog signal is normalized so, thég| =1V.
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Oscillographl | Oscillograph Oscillograph Oscillograph
Analog ‘Meter and
signal 4+{ Sampler {$+] Quantizets+{ Encoder |+ Decoder |4-{ LOW passi g} indicator of
generatof filter Ps
b(t) Sett
ettingL b(t 0
Metér and . _l - b(‘t)
i Meter and
indicator of Indicator oAb indicator of
L Sample Sample Sample gg
indicator indicator indicator

Figure 4 —Virtual model block diagram for research PCM method

7 Requirements to the report

7.1 The name of laboratory work.

7.2 The purpose of laboratory work.

7.3 The results of the home task.

7.4 The results of fulfilling the items 5.2 and @8 laboratory task (tables,
graphs).

7.5 The conclusions on every item of laboratork.tas which it necessary to
give the analysis of the got results, such as ¢iecence of theoretical and experi-
mental data, etc.

7.6 The date, the signature of student, the vidaawther with an estimation on
a 100-mark scale.

Literature

1 Teopusi osiekTpuueckoir cBs3uM: YueOHuk s By3oB / A.d. 3mwoko,
J. . Knosckuii, B.1. Kopxuk, M.B. Hazapos; Ilox pen. I./1. Knosckoro. —M.: Pa-
JINO U CBA3b, 1998.

2 lMandginos LI1., Tupaa B.FO. Kananin A.B. Teopis eleKTpuyHOTO 3B’ A3KY:
[TinpyyHuk myis CTylneHTiB By3iB 1o Ta 2-ro piBHIB akpeauTtaiii. — K.: TexHika,
1998.
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THE LABORATORY WORK 2.4
COMMUNICATION CHANNELS INFORMATION CHARACTERISTICS

1 Objectives

1.1 The studying the communication channels in&diom characteristics.
1.2 The acquiring the experience to perform thewations of information
characteristics of various channels.

2 Main positions

The transmission rate of the information on a commuiocachannel is the
mutual information between an input and an outpdh® channel per 1 s:
N (A, A)

Ren T (1)

O
I(B, Bj is the mutual information between an input andaiput of the chan-

nel per one symbol,
a

B and B are the channel input and output messages;
T,, IS the average time of one transmission symbol.

av

g
The messagdé(t) is distorted attitude to messabé) because ohoisein an
analog channealnderrorsin a digital communication channel, so the panhédrma-

0
tion is lost in a communication channel, and thetuannformationI(B, Bj is less

than source entropid (B) ( the source is connected to the channel inpud),iaior-

mation rate is less than source productivity.

The basic information characteristic of any commation channel ishannel
capacity that determines the maximal possible transmissaie of information
through this channel.

The capacityof the discrete symmetric communication char@ebits/s, that
assume the transmission passingtheymbols of identical duration, is calculated on
a formula

C=B[log.M +plogz(p/(M-1)) + (1-p) log2 (1-p)], (2)
B —is the symbol rate, Bods or syms/s;

p —is the symbol error probability in the communicatchannel.
The Gaussian channehpacity bits/s, is calculated on a formula

C= I:ch Iogz (l+ Ps/ Pn)! (3)

F., is the communication channel passband;
P,/ P, is the average powers of signal and noise ratio.

The Shannon theorem, that was formulated for thanmonication channel
with noise is present, characterizes the potepiiaksibilities of message transmis-
sion. The theorem asserts: if the source messagedrras less than the channel ca-
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pacity C, that isR;< C_, there are a encoding method (the method of tbamsition

the messages into the signal at the channel immat)a decoding method (the method
of transformation the signal into the messagebeathannel output), when the preci-
sion of message renewal would be high as someané w

3 Questions

3.1 Give the determination of: the informatiorefaghe channel capacity.

3.2 Explain the reasons of information losses ohsarete (continuous) com-
munication channel.

3.3 What parameters of discrete symmetric commtinitghannel and Gaus-
sian communication channel would be known, so @siliculate their capacities?

3.4 What communication channel (or source) inforomatharacteristics are
measured in bits/s or binary digits/s?

3.5 What are the conditions for the capacity becaragimum (for the discrete
symmetric channel and Gaussian channel)?

4 Home task

4.1 Repeat the basic concepts of section “Infoilmnatiharacteristics of com-
munication channels” using the summary and liteeaf, p. 106-109; 114-122], [2,
p. 281-284].

4.2 Prepare to the discussing the key questions.

5 The order of study conduction

It is the calculating laboratory work, and is coatdd in such order.

5.1 The discussion the key positions and calculatehnique of channel mes-
sage information characteristics. The solution tipcal examples, that are recom-
mended to the study (point 6) or examples, thapegpared by the teacher (about 50
minutes).

5.2 The independestudent work (ISW) with using individual cards (ab80
minutes).

6 The typical examples that are considered on théusly

Example 1 Define the capacity of binary symmetric communaratchannel,
if the symbol rate is equaB = 1000 symbs/s and probability of symbol errors
p=10"°. How does symbol rate differ from the capacityd#al channel (without er-
rors)?

Answer: the capacity of this communication channgh errors is equal to
988,6 bits/s; the capacity of ideal communicattyiannel is equal 1000 bits/s; the
channel errors are resulted in the capacity deiorgas$ 11,4 bits/s (or 1,14 %).

Example 2 Calculate the channel capacity of a quaternary sgtmencommu-
nication channel without errors, if the symbol rastequal to 50 symbs/s.

Answer:C = 100 bits/s.

Example 3 Calculate the voice-frequency channel capacity (theoff fre-
guencies are 0,3 kHz and 3,4 kHz), if at the chbougput the average power of sig-

nal P, = 32107°B?, and the average power of noiBe= 8710°B?.
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Answer:C = 2,64 bits/s.

Example 4 1Is it possible to transmit, with a high qualithet1-st class voice
broadcast signal (the source epsilon-rate is egu2d0 kbits/s) through the baseband
channel, that has the capacity equals 320 kbi{séx the table 18.1 [2])?

Answer: It is possible, because the source epsdta{279 bits/s) is less than
the channel capacity (320 bits/s).
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K.: Texuika,1998.
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INDIVIDUAL TASK Ne 2.1
CODING OF DISCRETE MESSAGE

Input data:

— the message made of a surname and a name dbtients carrying out the
task;
— values of probabilities of letters in substaniablish texts.

It is necessary:

1. Write out values of probabilities of letters amthlank, meeting in the given
message from [5, LW 2a]l Execute normalization of these probabilitiest threeir
sum was equaled to unit. For this purpose it iesgary for probability of letters and
a blank divide into the sum of probabilities.

2. Calculate entropy of the given message, corsglethat the alphabet of a
source is formed only from letters and a blank, tingein a surname and a name,
signs on the message are independent.

3. Carry out coding the given message by Shannaon-lEade or Huffman
code (the variant of a code gets out on last @ijihumber of the student's record-
book: odd — the Shannon-Fano code, even — the Huafttode).

4. Calculate average length of a code word of #ieedl and compare it to
length of a code word of the letter at uniform cagdi

5. Compare numerical values entropy and averagatidarof a code word of
the letters. Explain in what ratio they can to Beplain difference of these numerical
values.

6. Calculate compression factor of the given messath the received code.

Methodical instructions to performance IT Ne 2.1

1. Information characteristics of message sourcesadetails described in [1,
part 8], [2, part 18], [5, LW 2.1].

2. Effective coding by Shannon-Fano code is desdrib [1,p. 307-310], [4,
p. 143], and effective coding by Huffman code isalg®d in [4,p. 192].

3. Probabilities of letters in substantial Engliskts are resulted in “Help ma-
terial to ITNe2.1”.

4. Average length of code words is calculated aavemmage quantity of binary
symbols in code words after coding by a nonunif@mannon-Fano code or Huffman
code.

5. Result the list of the literature in the exedutesk, and in the text to specify,
from what reference (with the indication of numibéisubitem or numbers of pages)
specific data for execute of the individual tas &ken.
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INDIVIDUAL TASK Ne 2.2
CODING OF CONTINUOUS MESSAGE

The continuous message of a source will be tramsfdrto a baseband signal
and then transferred by a communication channehadePCM with utilization of
uniform quantization.

Input data:
— the maximal frequency in a spectrum of a basebaymlF .
— average power of a baseband sidhal
— amplitude factor of a baseband sigkigl
— the allowable ratio signal / quantization noiseoatput DACp,, -

The concrete numerical data get out on two lastdmf number of the stu-
dent's record-book from Table 3 — The initial datalT Ne2.2 (p. 57).

It is necessary:
1. Make up and describe block diagram of ADC andCDA
2. Define: the sampling frequendy the sampling interval;, a number of
guantization level&; a length of a binary code a duration of a binary symb@},; a
digital signal rateR.
3. Calculate the ratio signal / quantization ngigeat chosen parameters of
ADC.

Methodical instructions to performance IT Ne 2.2

1. The principle of construction ADC and DAC is deised in the literature on
telecommunication theory, for example, [2, part 17]

2. The technique of calculations ADC and DAC iautesl in [3, part 4] and in
an electronic database of the chair.

3. Result the list of the literature in the exedutesk, and in the text to specify,
from what reference (with the indication of numbéisubitem or numbers of pages)
specific data for execute of the individual task &ken.

Literature

1. CrexaoB B.K., bepkman JI.H. Teopis enexkrpuunoro 3B s3ky: Iligpyunux
s ctynenTiB BY3iB. 3a pen. B.K. Crexnosa —K.: Texnika, 2006.

2. Mandinos LIIL., Tupna B.1O., Kanmauin A.B. Teopis enekTpuuHOro 3B’ A3KYy:
[Minpyunux nus crynentiB BY3iB 1o Ta 2-ro piBHiB akpeaurtamnii. —K.: Texnika,
1998.

3. Po3paxyHku # onTuMi3allisg XapaKTEpUCTHUK CHUCTEM EJIEKTPO3B’s3Ky. 3a-
BJIaHHS HAa KypCOBY poOOTYy 3 nuciuIuniHUA “Teopis eneKTpUYHOro 3B'A3Ky” Ta METO-
IUYHI BKa3iBKH 10 iX BukoHaHus / Yxii. IBamenko I1.B. Oneca: OHA3, 1999.

4. Knosekmii .., unkun B.A. Teopust snexkrpuueckoit cBsizu: CO. 3ana4 u
ynpaxHeHnui.— M.: Css3p, 1990.
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5. MeroanyHi BKa3iBKU 10 BUKOHAHHS J1aOOpAaTOPHUX POOIT 3 AUCLMILIIHU
“Teopis exextpuunoro 3B’ s3ky”. Yactuna 2 / IBamenko I1.B. Ta in. —Opmeca: OHA3
M. O.C. ITomosa, 2004.

Help material
to individual tasks Ne 2.1 andNe 2.2
Table A.1 —The letter probabilities distribution in the Ergjlitexts

Letter Probability Letter Probabilityl Letter Probability| Letter Probability

Blank 0.198 R 0.054 U 0.022 Vv 0.008
E 0.105 S 0.052 M 0.021 K 0.003
T 0.072 H 0.047 P 0.017 X 0.002
O 0.065 D 0.035 Y 0.012 J 0.001
A 0.063 L 0.029 w 0.012 Q 0.001
N 0.059 C 0.023 G 0.011 z 0.001
I 0.055 F 0.022 B 0.010

Huffman code [4,p. 192]

In case of Huffman coding algorithm signs of theirse alphabet sign up in
decreasing order their probabilities. If some sigase identical probabilities, they
are placed in the any order. Then the probabilgg &s follows is under construction:
choose two signs with the least probabilities aminfthe first branching of a tree.
The chosen signs unite in the "intermediate” siawirkg probability, equal to the sum
of probabilities of the chosen signs. Then amomgstiaying signs (together with in-
termediate sign) again find two signs with the tgasbabilities and act the same as
on a first step. This procedure carries out until &l signs on the source alphabet
and intermediate signs will use up and the roa tke which probability is equal 1
will be received.

«Movement» on a tree from a root to correspondymgl®I| carries out recep-
tion of code words. Passage through a branchingisnaddition of a binary symbol
in a code word: if through a branching "movememqtivards then unit is added and if
downwards then zero is added.

Let's consider an example of coding of signs ondlphabet consisting of 7
signs. In tab. 2 signs are resulted and their fgmtibas are specified. On figure 1
construction of a probability tree is shown. Huistpurpose signs are located from
top to down in decreasing order their probabilitifsocedure of construction of a
probability tree, described is carried out aboVee received code words are brought

in tab. 2.
Calculation entropy of a considered source givéiseva

H(A) = —% P(a,) og, P(a,) = 2,524 bit.

k=1

Let's calculate average length of a code word



Table 3— Huffman code

Sign Code
ay Pla) word
ao | 0,0510001
a; | 0,3 /11
a; | 0,2 101
az | 0,1 |000
as | 0,06]1001
as | 0,15]101
as | 0,11]011
a7z | 0,03]10000
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M
n=->P(a)mh, =2,72.
k=1

According to Shannon theorem of source cod-
ing the average length of a code word cannot = les
source entropy. In our example

n =2,72 >H(A) = 2,524 bit.

These values differ only on 7%.

If lengths of code words are identical and
equaln the code is called uniform or primitive. The
length of such code depends on size of the source
alphabet:

n=logpM = log8 = 3.

For an estimation of compression efficiency theapaater factor of compression
IS entered:

It is necessary to:

Signs and the

prcbabilities

M=n/n =3/2,72 =1,103.

Tree of probabilities

[N

0.3
a, ®
0.2

QQ\

0.15
as

0.11

ae.\l

ag./
80
ag 1

o
[uny
=

0
L 0.14

0.05 S‘/

do 1 0.08 5
0.0

as 0

059 1 10 Root of a
5 tree

1

0 0
o 702

9

Figure 1 - Coding on Hffman algorithm

Calculation of ADC and DAC parameters
(it is carried out under the manual [3])

Input data (write out from table 3):

— the maximal frequency in a spectrum of a basebaralF, .y

— average power of a baseband sidghal

— amplitude factor of a baseband sigkig]

— the allowable ratio signal / quantization noiseootput DACpg 4 -

— make up and describe block diagram of ADC and PAC
— define the sampling frequeni\and the sampling intervdl;
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— define a number of quantization levelsa length of a binary codeand a
duration of a binary symbdl,,

— calculate the ratio signal / quantization nopgeat chosen parameters of
ADC,;

— calculate allowable probability of a symlastor of ap,; in @ communication
channel between ADC and DAC (on DAC output).

Calculating formulas

According to the Kotelnikov theorem [1, part 2.7p2art 2.4] the sampling fre-
guencyfs= 1/T¢ should satisfy to a condition

fs= 2Fnax (1)
The sampling interval is value return sampling frexacy
Ts= 1f; (2)

The noise immunity of transmission system of carduns messages is defined
by the ratio signal / noise on an input recipi@mtour case on output DAC)

pOUt :Pb/ 05 ] (3)

whereas? — average power of noise on an input recipient.

In digital transmission system by method PCM powkla noise on output
DAC is defined

o? —s +e2 (4)

wheresé — average power of a quantization noise;

g2, — average power of the noise caused by errorsdigital communication
channel.
It is defined also the ratio signal / quantizatiooise in transmission system by
method PCM

=Pye2. (5)
Valuep,, is defined at uniform quantization
Pq = 3L — 1/K3. (6)

Power of the noise, causing by errors in a digitmhmunication channel, on
output DAC is defined by a proportion [1, formu&al4)]
€l = P32 = plan)*
=} 3
wherep — probability of a bit error on input DAC,;
Ab — step of quantization;
n — the length of binary code ADC connected to nundbguantization levels

(7)
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n=log.Ll. (8)
This ratio takes into account, that number of gaatibnlevelsL is the whole degree
of number 2.

The baseband signhl(t) accepts values frot,, up tobya. The interval Bmin, Bma)
IS subject to quantization. The quantization ssegefined

Ab = (bmax— Bmin)/L. 9)

If average value of a signal equal to zero, thgn= -bmae If valueb,ay is Not given,
it is defined from a proportion

bmax= KA\/Fb’ (10)
Duration of a binary symbol on output of ADC is ided
T, = Ts/n. (11)

Procedure of calculation

Block diagrams of ADC and DAC are in detail desedbn [1, part 8; 2, part
16]. It is necessary to add ADC circuits with LRIPF in real telecommunication
systems is used for limitation of a baseband sigpattrum. It explains that at spec-
trum of baseband signals are slowly decreasingtimcValueF,,. is limiting fre-
guency of a band, which is necessary for trangmjittrom a condition of achieve-
ment of the given quality of a baseband signalagpction. Valud-,,.« is defined by
necessary legibility of speech, image sharpness, et

The increase in sampling frequency allows simpiidythe input LPF of ADC
and the output (interpolating) LPF of DAC. The LB#&tput of DAC recoveries a
continuous signal on samples. The increase in saghflequency results in reduc-
tion of binary symbol duration on output ADC. ltuses undesirable spread of a fre-
guency band of a continuous communication charorar&nsmitting of binary sym-
bols. Usually parameters of the input LPF of ADGI ahe output LPF of DAC
choose identical.

On figure 2 are givensf) is a spectrum of the samples submitted by narrow
pulses,S,(f) is a spectrum of a continuous sigbé), A(f) is a performance attenua-
tion of LPF. That LPF did not bring linear distorts in a continuous signal; limiting
frequency of LPF pass band should satisfy to aitond

f1= Frax (12)
Limiting frequency of LPF stop band should satisfya condition
fo < (fs — Fmay). (13)

It excludes aliasingy(f) and §(f — f;) and provides attenuation components
S(f —f5) with a recovering LPF.

That LPF were not too complex, the relation of ting frequencies choose
from a condition

foff, = 1,3...1,4. (14)
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After substitution of proportions (12) and (13)(¥) it is possible to choose
frequency of digitization. Then it is necessargadculate a sampling interval.
Under the given allowable ratio signal / quanti@atnoisep, o it is necessary

to calculate allowable number of quantizatievelsL,, with the help of a proportion
(6). Then choosk = L, and calculat& under the formula (8).

The ratio signal/noise given in decibels is neagsia presenting in times at
carrying out of calculations

p =10 1%, (15)
Under the formula (6) it is necessary to calcwatieiepg at chosen parameters
ADC. Translate the designed value into decibelscampare with givem, .

Define allowable value of noise power caused bgrenn a digital communica-
tion channel on the basis of proportions (3), @) €), having acceptesl, ;= poutai-

The allowable error probability of a binary symbal input DAC pall is defined from a
proportion (7). The size of a quantization stegeiined by the formula (9).

() Si(f) S(f -1,
— \
7\l AN
Fmax fs_Fmax fS f
A(F)
Az
Al e
0 fi. £ f

Figure 2 — The spectrum of samples and a filter amplitedponse
both ADC and DAC
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Table 3 — The input data for performance ITNe 2.2

Number

Parameters of a message Source

of a variant| Py, V2 Kx Frr, KHZ Poutall- 4B | Pqan. dB
04 0,3 5,5 8,0 42 45
05 0,5 \3 2,4 44 a7
06 0,7 3 2,7 40 43
07 0,9 4 35 37 20
08 1,2 V3 5000 50 53
09 1,5 3,5 2,5 39 42
10 1,8 4,5 12 36 39
11 2,0 3 3500 38 41
12 2,5 4,5 14 42 45
13 2,8 6,5 18 33 36
14 3,0 V3 800 44 47
15 0,2 7 12,5 39 42
16 0,4 8 15 37 40
17 0,6 V3 1,6 50 53
18 0,8 3,5 45 45 48
19 1,0 45 7,0 36 39
20 1,1 \3 0,8 38 a1
21 1,3 5,5 7,5 42 45
22 1,4 6,5 9,5 37 40
23 1,6 V3 100 44 47
24 2,2 4,5 11 42 45
25 2,4 6,5 8,5 33 36
26 2,6 \3 0,1 50 53
27 1,9 3,5 2,5 45 48
28 0,1 3 2,7 46 49
29 0,3 V3 22 33 a1
30 0,5 3,5 25 39 42
31 0,7 45 12 42 45
32 0,9 V3 110 44 a7
33 1,1 4,5 14 36 39
34 1,3 7 12,5 39 42
35 1,5 V3 0,1 50 53
36 1,7 8 15 37 20
37 1,9 3,5 4.5 45 48
38 2,1 \3 180 38 41
39 2,3 4,5 7,0 36 39
40 2,5 5,5 7,5 42 45
41 2,7 V3 56 44 47
42 2,9 6,5 9,5 39 42
43 0,2 4,5 11 36 39
44 0,4 V3 44 50 53
45 0,6 6,5 8,5 33 36
46 3,5 0,8 2,5 45 48
47 1,0 V3 95 44 47
48 1,2 3 2,7 40 43
49 1,4 3,5 2,5 45 48

57
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The ending of the table 3

Number

Parameters of a message Sou

ce
of avariant| Py, V2 Ks | Fmax kKHZ Poutal - 4B Pqall dB
50 1,6 V3 120 50 53
51 1.8 4,5 12 36 39
52 2,0 4,5 14 42 45
53 2,2 V3 144 38 a1
i 2,4 3,5 22 39 42
55 2,6 3,5 15 45 48
56 2,8 V3 380 44 47
S/ 3,0 4,5 2,7 36 39
58 0,01 4,5 7.4 42 45
59 0,1 V3 500 50 53
60 0,02 5,5 16 35 38
61 0,2 55 12,5 41 44
62 0,03 V3 0,24 38 a1
63 0,3 6,5 15 39 42
64 0,04 7,0 2,8 39 42
65 0,4 V3 12 44 a7
66 0,05 7,5 3,3 32 35
67 0,5 8,0 44 31 34
68 0,06 V3 300 50 53
69 0,6 5 5,5 42 45
70 0,07 9,0 6,5 30 33
71 0,7 V3 9,6 38 a1
72 0,08 3,5 4,3 45 48
73 0,8 4,5 7.5 42 45
74 0,09 V3 10,2 44 47
75 0,9 5,5 4,8 42 45
76 0,1 6,5 52 39 42
7”7 1,0 V3 1,5 50 53
78 0,12 7,5 3,6 38 a1
79 1,2 8,0 10,0 37 20
80 0,15 V3 240 38 a1
81 15 8,5 4,5 36 39
82 0,2 3 5,6 46 49
83 2,0 \3 480 44 47
84 0,25 4,5 11 36 39
85 2,5 5,5 14 35 38
86 0,3 \3 75 50 53
87 3,0 6,5 2,6 33 36
88 0,35 7,5 6,5 38 a1
89 0,65 V3 68 38 a1
90 0,4 6,5 16 39 42
91 0,7 5,5 6,3 42 45
92 0,45 V3 18 44 a7
93 0,75 4 8,2 37 20
94 0,5 8 18 31 34
95 0,8 \3 72 50 53
96 0,55 4,5 6,4 42 45
97 0,85 6,0 12 40 43
98 0,6 \3 0,6 38 41
99 0,9 7,0 2,75 39 42
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6 ENGLISH-RUSSIAN DICTIONARY

accumulator
ADC (analog-to-digital convertor )

ADPCM (adaptive differential PCM)

aliasing
amplitude factor
amplitude response (AR)

HAKOTIUTEIh
ALIIT (aramoro-umdporoii mpeodbpa3oBa-
TEJIb)

AUKM (agantuBHas auddepeHnnaib-
Hast UKM)
HAJI0KEHUE CIIEKTPOB

KOA(PGUIUEHT aMILTUTYIbI

AUYX (aMIUIMTYIHO-4aCTOTHAs XapaKTe-
PHUCTHKA)

AWGN (additive white Gaussian noise) ABI'lll (agauTuBHBIN OelbIi rayCCOBCKUI

binary channel

channel capacity

code length

communication channel
compression of information
conditional entropy

continuous source

cut-off frequency

DAC (digital-to-analog converter)

decoding method
degree of compression
differential entropy
digital transmission
discrete source

DM (delta modulation)
effective coding
encoding method
epsilon entropy
epsilon rate
equal-length code
frequency efficiency
Huffman code
information characteristics
information efficiency

LIyMm)

JTBOMYHBIA KaHAaJ

MPOMYCKHAsi CHOCOOHOCTD

JUTHHA KOJa

KaHaJl CBSI3U

ckatre nHpopMaIuu

YCIIOBHASI SHTPOIIHS

WCTOYHUK HETIPEPHIBHBIX COOOIEHUN
qacToTa cpesa

LAII (mudpo-ananorossiii mpeoOpa3oa-
TEJIb)
METOJ IEKOIUPOBAHMSI

CTEINEHb CKATHUS
nuddepeHnnanbHas SHTPOMHS
udpoBas nepempaya

MCTOYHUK JUCKPETHBIX COOOIICHUI
JIM (nenbra MOy ISIINS)
adPeKkTUBHOE KOTUPOBAHUE

METO/I KOJTUPOBAHUS
ATICUJIOH-PHTPOIHUS
ATIICUJIOH-TIPOU3BOAUTENLHOCTh
PAaBHOMEPHBIA KO

gacToTHas 3 PEKTUBHOCTD

kox Xabhdmana

UH(OPMAIMOHHbIE XapaKTEPUCTUKHU

uHpopmarmonHast 3PEeKTUBHOCTD
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information quantity
Instantaneous values
joint entropy

linear distortions

KOJIMYECTBO HH(pOopManu
MT'HOBEHHbIE 3HAUYEHUS
COBMECTHasl SHTPOIHUS

JIMHEWHBIE UCKAXKEHUS

low-pass filter (LPF)
message source
mutual information
non-uniform code
power efficiency
predictor npecKa3aTelib

¢bunpTp HokHEX yacToT (DHY)
MCTOYHUK COOOIIECHUN
B3aMMHas UH(OpMaLUs
HEPaBHOMEPHBIN KOJI

sHepreTryeckas 3 PeKTUBHOCTD

primitive code MPUMHUTUBHBIN KO/
pulse code modulation (PCM)
guantization noise
guantization step

redundancy U30BITOYHOCTH
redundancy coefficient
sampling JTUCKPETH3ALHS
Shannon theorem
Shannon-Fano code
signal/(quantization noise) ratio

UMITYJIbCHO-KOA0Bast MoayJisiius (MKM)
IIyM KBaHTOBAHHMS

ar KBaHTOBAHUS
K03 PUIMEHT U30BITOYHOCTH
teopema llleHHOHa

kox lllennona-dano

OTHOLICHHUC CI/IFHaJ'I/H_IyM KBAaHTOBAHUA

slope overload neperpysKa 1o HaKJIOHY

source entropy SHTPOITUS UCTOUHUKA

source rate OPOU3BOAUTEIBHOCTh HCTOYHHUKA
statistical code CTATUCTUYECKUIN KO
subdivision noise IIyM JApOOJICHUS

symbol rate CKOPOCTh MOIYJISIIIA

time domain BpEMeHHast 00J1aCTh

transmission accuracy
uncorrelated messages
uniform quantization
variable-length code

TOYHOCTb NIEpeAAUn
HE3aBUCHUMBbIE COOOLIEHMS
pPaBHOMEPHOE KBAaHTOBAaHUE

HEPABHOMEPHBIA KO/
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7 RUSSIAN-ENGLISH DICTIONARY
ABI'Il (anmutuBHBIN Oenbiii rayccoBckuit AWGN (additive white Gaussian noise)

IIyM)

ALIT (ananmoro-uudpoBoii mpeodpaszoBa-
TEJb)

AYX (aMIUIMTYIHO-4aCTOTHAS XapaKTe-
pHCTHKA)

B3anMHast UHpopMarus

BpEMCHHaAs 001acTh

JIBOMYHBIN KaHal

ADC (analog-to-digital convertor)
amplitude response (AR)

mutual information
time domain
binary channel

AJIMKM (amantuBHas auddepennnans- ADPCM (adaptive differential PCM)

Hast UKM)
JMCKPETU3AIIHS

nuddepeHranbHas SHTPOIHS
JUTHHA KOJ1a

JIM (menbra MOIYyJISLINSA)
M30BITOYHOCTH

UMITYJIbCHO-KOA0Bast MoAyJsiius (MKM)
uHpopmarmonHast 3PeKTUBHOCTD
WH()OPMAITMOHHBIC XapPAKTEPUCTUKU
MCTOYHHK JUCKPETHBIX COOOIIEHUH
MCTOYHHUK HETIPEPHIBHBIX COOOIIEHUIN
UCTOYHHUK COOOIIEHUH

KaHaJI CBSI3U

kon Xadhdmana

kon Illernona-®dano

KOJMYECTBO UH(DOpMAIIH
KOA(PPUIIUEHT aMIUTUTY bl

K02 PUITMEHT H30BITOYHOCTH
JTMHEHHBIE NCKAKCHHSI

MTHOBEHHBIC 3HAUCHUS

METO/I IEKOTUPOBAHUS

METO]] KOJUPOBAHHSI

HAKOIUTEITh

HAJIO)KCHHUE CIIEKTPOB

HE3aBUCHUMBIE COOOIIICHHUS

sampling

differential entropy
code length

DM (delta modulation)
redundancy

pulse code modulation (PCM)
information efficiency
information characteristics
discrete source
continuous source
message source
communication channel
Huffman code
Shannon-Fano code
information quantity
amplitude factor
redundancy coefficient
linear distortions
instantaneous values
decoding method
encoding method
accumulator

aliasing

uncorrelated messages
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HEPAaBHOMEPHBIN KOJI
OTHOIIIEHHE CUTHAJ/IITYM KBaHTOBAHUS
neperpysKa 1o HaKkJIOHY
IIpeACKa3aTelb

IPUMUTHUBHBIN KOJ
MIPOU3BOAUTEIBHOCT HCTOYHHUKA
MPOITYCKHAs CIOCOOHOCTH
PaBHOMEPHOE KBAHTOBAHUE
PABHOMEPHBIN KOJI

ckaTue HHGOpMALIUH

CKOPOCTb MOAYJISILIUN
COBMECTHAsI SHTPOIIUS
CTaTUCTUYECKUN KOJI

CTEIIEHb COKaTHUSA

teopema lllenHona

TOYHOCTB II€peadn

YCJIOBHAsl SHTPONUS

¢bunbTp HUKHEUX YacToT (DHY)

LIAII (mudpo-ananorossiii mpeoOpa3oBa-

TEJb)
nudpoBas nepegada

JacToTa cpesa

yacToTHast 3pPeKTUBHOCTD

I1ar KBaHTOBaHHUSI

IIyM ApoOJIeHUS

IIyM KBaHTOBaHUs
sHepreTudeckas 3 EeKTUBHOCTh
SHTPOMHS UCTOUHHUKA
ATICHJIOH-TIPOU3BOIUTEITHHOCTh
ATIICHJIOH-3HTPOIHUS

s PeKTUBHOE KOJUPOBAHHE

non-uniform, variable-length code
signal/(quantization noise) ratio
slope overload

predictor

primitive code

source rate

channel capacity

uniform quantization
equal-length, fixed length code
compression of information
symbol rate

joint entropy

statistical code

degree of compression

Shannon theorem

transmission accuracy
conditional entropy

low-pass filter (LPF)

DAC (digital-to-analog convertor )

digital transmission
cut-off frequency
frequency efficiency
quantization step
subdivision noise
guantization noise
power efficiency
source entropy
epsilon rate
epsilon entropy
effective coding
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